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What are “Weather Regimes”?  
aka Large Scale Meteorological Patterns

• Long history in dynamical meteorology of the midlatitudes of so-called low 
frequency variability (LFV: 10–50 days) that organizes synoptic-scale 
weather: index cycles, blocking, quasi-equilibria, Grosswetterlagen, …


• WRs are typically defined through classification of weather maps, using 
geopotential height data


• Can the concept of discrete circulation regimes lead to improved sub-
seasonal to seasonal forecasts, by providing a low-order coarse-graining 
of S2S forecast evolution?



Observational Characteristics of LFV
Classification of daily Geopotential Height Maps

interval since 1949. The ‘‘reanalysis’’ projects at the U.S. National
Centers for Environmental Prediction (NCEP; ref. 30) and the
European Center for Medium-range Weather Forecasts
(ECMWF) have now produced global data sets that are 40-years-
long or longer, available at a large number of vertical levels, and
have higher horizontal resolutions. They use the numerical forecast
models’ dynamical consistency to supply any missing data and thus
provide objectively smoothed fields. To isolate LFV, the seasonal
cycle is usually removed by constructing a filtered data set that is
averaged over many decades. The anomalies so obtained are usually
low-pass filtered (as in Fig. 6) to remove variability with time scales
that are shorter than 10 days.

Methodology. A variety of methods that have been used to
classify weather maps are summarized in Table 1. In such a
classification, an individual atmospheric map is thought of as a
point in phase space. To achieve a reliable, statistically signifi-
cant classification, it is necessary to consider a low-dimensional
subspace of this phase space that still captures most of the
variance. The usual choice is to compute the analyzed record’s
empirical orthogonal functions, i.e., the eigenvectors of the
covariance (or correlation) matrix. The subspace chosen is
spanned by a few leading eigenvectors (25–29).

Many of the classification methods define the regimes as
classes of distinct atmospheric states that have a high probability
of occurrence—the blotches discussed in the introduction—and
are separated by regions of lower probability. Some of these
methods seek maxima of the pdf by using kernel density esti-
mation (19, 28) or more ad hoc methods (31). Each regime is
then formed by the points, or maps, that exceed a given
probability threshold in the neighborhood of a pdf maximum.
The number of pdf peaks depends on the kernel smoothing
parameter used, which can be determined objectively by using a
least-squares crossvalidation procedure (32).

Smyth et al. (29) have used a mixture model that approximates
the pdf by the sum of a small number of multivariate Gaussians.
In this case, the regimes are ‘‘fuzzy’’ in the sense that they
overlap, and that each particular daily weather map can be
assigned a probability of belonging to one or another regime.

Cluster analysis is a less ambitious approach that localizes high
concentrations of points, called clusters, but does not pretend to
estimate the pdf. There are two main types of clustering algo-
rithm: hierarchical and partitioning. In hierarchical algorithms,
one builds a classification tree iteratively, starting from single
data points and merging them into clusters according to a
similarity criterion. Cheng and Wallace (26) used Ward’s method
to do this. In partitioning algorithms, a prescribed number of
clusters is chosen, and data points are agglomerated around
kernels initially chosen from random seeds. The kernels are
iteratively modified so as to globally minimize the data scatter
about the kernels (33).

Some measure of persistence is usually built into the above
methods, which are based on frequency of occurrence, by using
low-pass filtered data. A second broad class of methods uses
quasi-stationarity explicitly. Here, the regimes are defined as
comprising states for which large-scale motion is slow in the
statistical sense. More precisely, one seeks the large-scale pat-
terns that have, on average over many realizations, a small time
derivative (6). This phase-space speed can be computed for maps
that do include synoptic-scale motions by a nonlinear equilibra-
tion technique (33–35).

The large number of different methods that have been used to
identify LFV regimes makes it possible to assess whether a
consensus has been reached on the existence, robustness, and
characteristics of these regimes. It is still somewhat controversial
to discuss LFV in terms of multiple regimes, but the studies cited
above over the past decade or so do provide a tentative
consensus.

To discuss the regimes themselves, it is important to make the

distinction between hemispheric and regional classifications.
The former assume that circulation patterns with hemispheric
coherence do exist or that regionally confined ones can be
identified from hemispheric data. The regional classifications
are motivated by evidence that the strongest patterns of NH LFV
are confined to either the Pacific–North-American or the
Atlantic-Eurasian sectors.

Hemispheric regimes. The most striking agreement between
the numerous classifications obtained so far is that between the
three hemispheric regimes of Cheng and Wallace (26), using
hierarchical clustering, and of Smyth et al. (29), based on their
Gaussian mixture model. Fig. 1 shows the centroids of the three
NH wintertime circulation regimes derived by using the latter
method: they are the PNA, an approximate inverse of this often
called the reverse PNA or RNA, and the blocked phase of the
NAO. This set seems therewith to be the minimal set of NH
regimes that is unequivocally supported by the data, such as
they are. The 500-hPa maps associated with the centroids of
the classification in (26) (not shown) are very similar to those in
Fig. 1.

All three circulation patterns in Fig. 1 are hemispheric in
extent, with features over both the Pacific and Atlantic sectors.
A zonally symmetric component is visible in Fig. 1 b and c; in
atmospheric and oceanic dynamics, one refers to axial symmetry
as zonal. This component has height anomalies of one sign in
high latitudes and predominantly of the opposite sign in mid-
latitudes. It is not clear at present whether this zonal symmetry
reflects a fundamental dynamical mode of the atmosphere—the
so-called ‘‘Arctic Oscillation’’ (refs. 36 and 37; see also the
North-South seesaw of ref. 25)—or a mere coincidence of two
separate sectorial patterns. One of these patterns involves,
largely but not exclusively, a seesaw between the Aleutian Low
and the ridge over western North America, the other between the
Icelandic Low and the Azores High (see also the discussion in
GCM Simulations and Their Validation about lack of synchro-
neity between the blocked and zonal phases of the 40-day
oscillation for the two NH ocean basins).

Fig. 1. Hemispheric regimes: anomaly maps of 700-hPa heights for the three
cluster centroids identified by a Gaussian mixture model. (a) PNA. (b) Reverse
PNA (RNA). (c) Blocked-NAO. Contour interval: 15 m. [Reproduced with per-
mission from ref. 29 (Copyright 1999, American Meteorological Society).]
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Training Course – NWP-PR:   Clustering techniques and their applications at ECMWF 4/32

Example – Grouping members of Forecast Ensembles  
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Which flow regime leads to more skilful 
predictions?

Low-order Diagnosis of Forecast Ensembles Regime-Dependent Predictability?

Why use a regime approach to S2S forecasts?



Scientific objectives
• Develop a small set of weather regimes, based on previous work, from reanalysis extended winter 

(November–April) circulation fields that capture week 3–4 variability in precipitation and near-surface 
air temperature over the U.S., including extremes. 


• Evaluate the ability of CFSv2 and ECMWF reforecasts to represent the spatial structures and regime 
transition probabilities of these WRs in circulation, and identify model systematic errors in these 
LSMPs. 


• Identify specific cases of “windows of opportunity” in the WR subspace, in which potential 
predictability is high due to the combined impacts of MJO, ENSO and stratospheric modes, and 
diagnose forecast performance of these cases. 


• Develop forecast-guidance tools based on the WR subspace to visualize the current atmospheric initial 
state and forecast ensemble evolution. 


• Develop a perfect-prognosis downscaling from WRs to daily precipitation and temperature 
characteristics and hazards, to provide additional guidance to the CPC operational forecasters. 



North American Circulation Regimes in Data and S2S 
Forecasts  

1. Perform K-means analysis of Z500 daily Oct-Mar fields from MERRA 
reanalysis data [150E-40W, 10N-70N], 1982-2014  – anomalies from the 
mean seasonal cycle, filtered to retain larger scales, using 10 leading 
EOFs


2. Repeat using ECMWF days 1-7 reforecast ensemble means; Monday 
starts concatenated Oct-Mar, 1995-2014: Can ECMWF model capture 
regime structures and transitions in weather Forecasts?


3. Then project Week 1-4 Forecasts onto MERRA Regimes: Does the model 
have skill at predicting the subseasonal scale transitions?
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MERRA Z500 Classifiability Index (1979−2014)

ONDJFM	Z500	regimes	(small)	
4	clusters	par??on	

From/
To	

C1	 C2	 C3	 C4	

C1	 1094*	 57	 148	 127	

C2	 110	 1104*	 109	 124	

C3	 74	 162	 1118*	 109	

C4	 144	 123	 79	 1670*	

No	specific	sequence	
	

C3	and	C4	most	
frequent	regimes	

K-means of MERRA Z500 Anomalies  
K=4 Regime Composites

meters 

[150W-40W;10-70N] 



Domain Sensitivity: Larger Domain
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MERRA Z500 Classifiability Index (1979−2014)

ONDJFM	Z500	regimes	(BIG)	
4	clusters	par??on	

From/To	 C1	 C2	 C3	 C4	

C1	 1195*	 102	 79	 91	

C2	 115	 1265*	 84	 106	

C3	 68	 115	 1168*	 27	

C4	 81	 108	 43	 1359*	

No	specific	sequence	
	

C2	and	C4	most	
frequent	regimes	

[150E-20W;10-70N] 
K=4 Regime Composites



Meteorological Anomaly Composites  

From\To Class 1 Class 2 Class 3 Class 4 Total

Class 1 322* (75) 31 (7) 45 (10) 34 (8) 432 (23)

Class 2 44 (10) 319* (71) 51 (11) 36 (8) 450 (25)

Class 3 25 (5) 50 (10) 372* (75) 48 (10) 495 (27)

Class 4 40 (9) 49 (11) 29 (16) 342* (74) 460 (25)

Table 2: Contingency tables between the four daily 500 hPa geopotential classes from

ECMWF week-1 forecasts over the 1995-2014 period. In parentheses are indicated

the respective transition probabilities (in %) obtained by dividing separate class

counts by the sum of the columns of each row. The scores indicated with a star are

significant at 99.9% level of �2 test.
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Figure 4: Mean MERRA-1 200 hPa geopotentials (contours every 30 mb) along-

side 850 hPa geopotentials (shadings in mb) and winds anomalies (vectors in m/s)

for each regime during the Oct-Mar period over the 1982-2014 period. All scores

presented are significant at 95% level of Student t-test.
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a)MERRA	CLASS1	 b)MERRA	CLASS2	

c)MERRA	CLASS3	 d)MERRA	CLASS4	

e)MERRA	CLASS1	(CPC)	 f)MERRA	CLASS2	(CPC)	

g)MERRA	CLASS3	(CPC)	 h)MERRA	CLASS4	(CPC)	

i)ECMWF	CLASS1	 j)ECMWF	CLASS2	

k)ECMWF	CLASS3	 l)ECMWF	CLASS4	

Figure 3: Mean MERRA (a to d) and CPC Unified (e to h) rainfall anomalies

(in mm/day) for each regimes during the Oct-Mar period identified from MERRA

reanalyses over the 1982-2014 period and ECMWF week-1 (i to l) rainfall anomalies

for each of the four regimes identified in ECMWF week-1 over the 1995-2014 period.

All scores presented are significant at 95% level of Student t-test.
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North American Circulation Regimes in Data and S2S 
Forecasts  

1. Perform K-means analysis of Z500 daily Oct-Mar fields from MERRA 
reanalysis data [150E-40W, 10N-70N], 1982-2014  – anomalies from the 
mean seasonal cycle, filtered to retain larger scales, using 10 leading 
EOFs


2. Repeat using ECMWF days 1-7 reforecast ensemble means; Monday 
starts concatenated Oct-Mar, 1995-2014: Can ECMWF model capture 
regime structures and transitions in weather Forecasts?


3. Then project Week 1-4 Forecasts onto MERRA Regimes: Does the model 
have skill at predicting the subseasonal scale transitions?



K-means of ECMWF Week-1 Z500 Anomalies   

MERRA ReanalysisECMWF Reforecasts

meters 



Classifiability Index
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ECMWF vs MERRA Regimes  
PRECIPITATION Anomaly  Composites

MERRA ReanalysisECMWF Reforecasts

mm/day



Daily state sequences in Week 1 Forecasts
MERRA ReanalysisECMWF Reforecasts



North American Circulation Regimes in Data and S2S 
Forecasts  

1. Perform K-means analysis of Z500 daily Oct-Mar fields from MERRA 
reanalysis data [150E-40W, 10N-70N], 1982-2014  – anomalies from the 
mean seasonal cycle, filtered to retain larger scales, using 10 leading 
EOFs


2. Repeat using ECMWF days 1-7 reforecast ensemble means; Monday 
starts concatenated Oct-Mar, 1995-2014: Can ECMWF model capture 
regime structures and transitions in weather Forecasts?


3. Then project Week 1-4 Forecasts onto MERRA Regimes: Does the model 
have skill at predicting the subseasonal scale transitions?



Week 1–4 Forecasts in Regime Space
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Figure 9: Day-to-day classifibility per Oct-Mar seasons during the 1995-2014 period

when each day is projected onto MERRA 4-cluster partition obtained over the 1982-

2014 period. For each year, the first line is the sequence observed in MERRA while

the lines aboves correspond to ECMWF week-1 to week-4 leads.
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For each year, the first strip is the MERRA sequence.  
The 4 strips above correspond to week-1 to week-4 leads. 

Oct 1 Mar 31
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Figure 9: Day-to-day classifibility per Oct-Mar seasons during the 1995-2014 period

when each day is projected onto MERRA 4-cluster partition obtained over the 1982-

2014 period. For each year, the first line is the sequence observed in MERRA while

the lines aboves correspond to ECMWF week-1 to week-4 leads.
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Regime 
Frequency 

Biases
Difference in numbers of days spent in 

Forecast Regimes vs Obs

Days



Seasonal SST Associations with Regime Frequency 



Summary 
1. From MERRA reanalysis data, Four circulation regimes provides a statistically significant decomposition of z500 

geopotential height anomalies during winter half year. Robust to changing the size of the geographical domain


2. Z500 regimes exhibit well-defined expressions in precipitation 


3. ECMWF week-1 forecasts lead to a very similar 4-regime decomposition, in both spatial z500 anomaly patterns, 
associated precipitation anomalies, and day 1-7 transitions.


4. Regime Frequency in week 1 forecasts is modulated by ENSO (and MJO)


5. Week 1-4 forecasts are then tracked in the space of the 4 MERRA Regimes


6. Forecasts exhibit considerable S2S structure, both interannual and intraseasonal


7. Systematic biases in regime frequency appear in weeks 3-4


8. Next steps: apply to CFSv2; evaluate skill in WR space; include ensemble information; downscale WRs to 
precipitation



S2S Database now available in IRI Data Library
http://iridl.ldeo.columbia.edu/SOURCES/ECMWF/S2S

S2S Models

Forecasts available 3 weeks behind real time, on 1.5-deg grid

http://iridl.ldeo.columbia.edu/SOURCES/ECMWF/S2S

