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1. INTRODUCTION

Until rather recently, objective fore-
casting methods have been considered as falling
into one of two categories--dynamical and sta-
tistical. Now, the relatively new field of
stochastic-dynamic prediction is being explored
and is beginning to show promise for operational
use sometime in the future. However, until
stochastic-dynamic prediction is developed much
further and more powerful computers are available,
we must use some combination of dynamical and’
statistical methods for practical forecasting.

There has been little sucecess in the
prediction of such variables as surface wind,
probability and form of precipitation, maximum
and minimum temperature, cléudiness, ceiling,
and visibility with dynamic models, and indeed,
most models do not even forecast these variables
directly. ‘There are two 'general ways in which
statistics can 'be used and the results applied
to predictions from'numerical models to yield
estimates of ‘those elements not smeccessfully
forecast 'directly by ‘the ntmerical models.

The first is usually called the perfect
prog method. A concurreant statistical relation-
ship is developed between the variable to be
estimated and selected variabhles forecast by a
dynamic model. Both predictand and predictors
ire observed quantities in the developmental '
sample. TIn application, this relationship is
toplied to numerical model output at, say, a
projection of 36 hours to get an estimate of the
predictand 36 hours after the data input time
for the numerical model,

The other method, which we call Model
itput Statisties (MOS), consists of determining
1 statistical relationship between the predic-
“and and variables from the numerical model at
the desired projection time. Application is

In exactly the same way as with the perfect
3 method.,

The MOS technique is, in effect, the
mination of the "weather-related" statis-
“lus of g numerical model. For instance, we may
"t 1o know what percent of the time it rains
7 the model predicts 80 percent relative
Sy, or, what the best estimate is of the
‘4’1”r§ vind at an airport, when a model predicts
Pifticular 1000-mb geostrophic wind at that
UL oin time and space. In the following

Joievas we will deseribe some of our results
'nothig technique,
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" & 5% to »>55% over a distance of about 150 miles.

2. PROBABILITY OF PRECIPITATION

Perhaps the first major use of MOS wag -
in the estimation of probability of precipita-- %
tion (PoP) (Glahm and Lowry, 1969). To do’ thig,:
we used a combination of the variables predictéd!
by two models being run operationally at the '
National Meteorological Center (NMC): the'
Primitive Equation (PE) model (Shuman and
Hovermale, 1968) and the Subsynoptic Advection :
Model (SAM) (Glahn, Lowry, and Hollenbaugh, 1969).:
These PoP forecasts are made about 3:00.A.M. EST ;

"for the "today'period 7:00 A.M. tOCT:ODVP.M. The {
area covered is generally the United States east
of the Mississippi River. i o, b

Screening Regression was used to select
predictors which contributed most to the reduc- !
tion of variance of the binary predictand. Data . ¢
for nearly 100 stations were grouped together and
the equations developed and updated twice a year '
(Summer: April-September; Winter: ' October-March),

- Predictors were all binary and were computed from ¢
PE relative humidity, SAM saturation deficit; PE .
precipitation amount, .and, SAM sea devel pressure.. ;;

¢

Figure 1 shows a portion of a facsimile
chart transmitted January 18, 1971. ' The iso- 23
pleths indicate PoP forecasts for the 12<hr period
1200 GMT January 18 to 0000 GMT January 19. In ’
this particular chart, there is a variation from

We have compared the MOS forecasts with.
those made at local stations since July 1968 and.
.with those made subjectively at NMMC since July: s
.1969; Figure 2 gives the monthly and yearly Brier
scores.* This figure indicates: Hi A

a) The MOS forecasts were better than
the locals for the first 15 months of
comparison. The reverse is true for
the last 15 months., (The locals are
mMeM&lorZsthmrhm

& available, and many stations receive
the MOS forecasts.before the locals
are finalized.)

b) The MOS forecasts have been better, on )
the average, than the NMC guidance
for the 18-month period of comparison.

*
Brier Score = -n‘lig (Fi—Oi)‘Z, where N = sample
e=/
size, ¥ = forecast probability, and O = observed
(0 = no precipitation, 1 = precipitation).
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Figure 1. ‘A port1on of ‘& facsimile chart trans-

mitted January 18, 1971.  The 1sop1eth$, labeled
in percent, indicaté PoP forécasts for the 12-hr
period 1200 GMT January 18 to 0000 GMI January 19.

The sharp decrease In skill of the MOS
forecasts relative to the locals was mainly due
to a major change in the moisture portion of the
PE model in late October 1969. Because of this
change, PE predictors were not used from December
1969 through August 1370. Since that time PE
predictors have been included, following another
PE change in September 1970.

The effort in PoP forecasting is being
extended to all three forecast periods by com-
bining the output from the TDL trajectory model
(Reap, 1968), which is also being run opera-
tionally at NMC, with that from the PE model.
These Primitive Equation and Trajectory (PEAT)
MOS forecasts have been compared with those made
by the perfect prog technique (Klein, 1971) as
well as with the official local office forecasts
and the NMC guidance. '

Table 1 gives the Brier Scores for
October, November, and December for 86 stations
over the 48 states. Figure 3 shows the bias in
the four sets of forecasts. From this somewhat
limited verification, we conclude:

a) The PEATMOS, forecasts are competitive
with NMC and, except for the first
period, with the local offices.

b) The PEATMOS forecasts are too low for.

all forecast categories except 6-15
percent. Since a large number of
forecasts are in this category, the
overall bias is small. All other fore-
casts are too high on the average,
particularly the perfect prog system.

Table 1. Brier Scores for local, NMC, PEATMOS, and perfect prog PoP forecasts for 86 stations in the 48
states.. Climatology is long-term relative frequency by month and by station

LOCAL NMC MOS ngx-‘ogcr CLIMATOLOGY CASES
OCTOBER L0804 .1020 .0957 1134 1273 750
. BRIER NOVEMBER .0836 .1012 1013 .1199 Y L1452 2316
gl & SCORE DECEMBER .0891 .1082 .1024 .1189 .1522 2220
i § AVERAGE . 0854 .1042 .1009 .1185 L1456 (5286)
[a )
IMPROVEMENT OVER o
CLIMATOLOGY AVERAGE 413 . 284 . 307 .186
BIAS .
(PERGENT) AVERAGE 2.6 4.6 - .2 6.9
OCTOBER ,1013 L1073 .0981 L1256 .1229 752
BRIER NOVEMBER L1104 .1167 .1175 .1290 .1503 2282
e ’;‘ SCORE DECEMBER .1196 L1247 L1221 L1275 .1529 2218
2y o
al g AVERAGE .1129 .1187 .1166 .1278 L1474 (5252)
[>4 =]
bl B2 IMPROVEMENT OVER
[s7
CETHTOROCT AVERAGE . 234 .195 .209 133
BIAS
Sesrerih . AVERAGE 2.2 4.6 .7 6.6
- OCTOBER L1219 L1225 1212 L1312 L1342 750
BRIER NOVEMBER .1208 .1226 .1316 .1373 L1468 2289
2 % SCORE DECEMBER .1373 1341 .1375 1341 .1546 2215
2 g AVERAGE .1279 1274 .1326 .1350 .1482 (5254)
<3] (&) ;
9% I =) IMPROVEMENT OVER
N - . - 0
CLIMATOLOGY AVERAGE L1137 149 105 89
BIAS
(PERCENT) AVERAGE L2 3.1 2.8 J 65
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Figure 2. Monthly and average Brier Scores for local forecasts and MOS forecasts from
the SAM teletype and faceimile products for July 1968 through December 1970. NMC
Scores are given as averages only. Nineteen stations in the eastern U. §. are included.
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Figure 4. Mean absolute errors for local, MOS (SAM), and perfect prog (Klein) forecasts. Sixteen‘i’”}

stations in the eagtern U, S, are included,

b) The perfect prog and MOS techniques
gave forecasts of about equal skill,

c) The perfect prog system applied to
PE forecasts gave slightly better
results than the same system applied
to barotropic forecasts in all 6
months for which the comparison was
made.

It is clear that for this short range
forecast, the forecasts made at local stations
have less error, on the average, than our objec-
tive forecasts. Quite likely, to equal the local
skill, we will have to include more information
about the initial soundings and, perhaps, stra-
tify according to synoptic situation. A com-
plicating factor is that the maximum temperature
does not oceur at the same time each day. The
poor relative performance of MOS during the 1970
summer was probably due to some change in the PE
model that affected the PE temperature forecasts.
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4, SURFACE WIND

Separate regression equations were devel-~
oped for estimating the U and V wind components
and the wind speed valid at 1200 and 1800 GMT for
each of 10 stations in the eastern U. S.--Albany,
Atlanta, Baltimore, Cleveland, Cincinnati,
Washington, New York, New Orleans, Chicago, and
St. Louis (Glahn, 1970). Data for April through
September 1967 and 1968 were used. The most
important predictors were geostrophic winds from
SAM, although other variables such as 1000- and
500-mb winds and temperatures and initial
observed winds also played a part.

The equations were evaluated for each
day in April and May 1969 for which SAM data
tapes were available. The wind forecasts in the
terminal forecasts (FT's) made at the Weather
Service Offices were used for comparison. Since
the FT's do not mention wind if the speed is
expected to be less than 10 kts, the comparison
was made in two ways.




For all those cases were the FT's
included wind and objective forecasts were avail~
able, the root mean square error (RMSE) of direc-
tion (computed from the U and V equations) and
speed were computed. Also, contingency tables
for speed were prepared by considering the FT
forecast of wind to be under 10 kts when wind was
not mentioned. From these contingency tables,
skill scores and percent correct were computed.
These scores are shown in table 2.

Table 2. Comparison of official FT and objective
forecasts for 10 stations in the eastern U. S.
for April and May 1969. i

YALID DIRECTION SPEED ¢ lxts)
RMSE 1

TIME PROJECTION FORECAST - AT
[EKT) (4R) {aEg) RZE St CORRECT
OBJECTIVE
5 U.Y EQUATIONS 3
UBJECTIVE
i 5 SPEED EQUATION | W .,
3 T 33 36 TR G |
] OBIECTIVE
" U,Y EQUATIONS 4
/ OBIECTIVE
" I SPEED EQUATION s | 54
8 ! fr 50 | 43 ¥7] 48

Table 2'indicates that the directions
from the objective forecasts were as good as
those from the FI's and thag the speeds from the
objective were better than Ehose, from the FT's.
The projections of the objective forecasts (5 and
11 hours) refer to the latest ‘data used (0700
GMT). Actually, the; forecasts,are avajlable to
the field forecasters before 0900 GMT, alcthough
this was not true for the period of comparison.
The FT's were prepared with 0900 and perhaps
1000 GMT data available; transm13510n time for {
the forecasts is 1045 GMT. s

5. DISCUSSION AND CONCiUSIONS

In this paper we have described the MOS
technique and some of our uses of it within TDL.
The verifications completed to date are very
encouraging in that the MOS forecasts are com-
petitive with both local forecasts and NMC
guidance, although in most cases the local fore-
casts are slightly better. Only within the last
few years have objective forecasts of actual
"weather" variables been mass-produced with’ an
accuracy that can compete with trained fore~ ' '
casters. We expect this trend to continue so that
objective forecasts can be used unchanged a
large portion of the time and modified only in
special and difficult synoptic situations.

The main problems encountered with MOS
are:

a) Only relatively small data samples
are available.

b) Frequent updates of the system are
‘mecessary, oxr, at least, desirable.

c) Numerical model changes may render
a system unusable or necessitate a
change in application.

20

f Reap, R. M., 1968:

Even with the problems listed above, we feel the
use of MOS is desirable, especially when a
probability estimate is desired.
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