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THE NESTED GRID MODEL 

Norman A. Phillips 
National Weather Service, National Meteorological Center, NOAA, 

Camp Springs, Md. 

ABSTRACT. The nested grid model (NGM) consists of a 
stereographic hemispheric grid with the option of one 
or two interior rectangular grids, each of successively 
smaller area and finer horizontal resolution. The 
location and number of the vertical sigma levels is 
flexible, as is the basic horizontal resolution. 
Second-order accurate finite-difference formulas are 
used, in a ttw-step Lax-Wendroff procedure. Special 
initial treatments are used to reduce spurious gravity 
waves from the Himalayas, and to insure symmetry about 
the Equator. 

Details of the September 1978 state of the model and 
its numerical procedures are presented, including the 
representation of latent heat release, small-scale 
vertical exchange, spatial filtering, grid meshing at 
boundaries, and data input from the Flattery global 
analysis system at NMC. (Radiation is not yet included 
in the NGM.) A brief review of experimental results is 
presented. 

CHAPTER I: BASIC CONCEPTS 

The nested grid model (NGM) was constructed beginning in late 1974 
to serve as a research model at NMC and as a possible candidate for 
operational implementation. Flexibility of its structure was there­
fore important. 1 

In the vertical direction, a simple "sigma" coordinate is used: 

a = 1 - p/H 

where p is pressure, 2 and 

H surface pressure. 

1This was facilitated by the availability of the PLl preprocessor 
which allows array dimensions in Fortran statements to be changed 
at will. 

(1.1) 

(1. 2) 

2Pressure in the NGM code and data is expressed in units of 100 cb 
(= 1 bar). Otherwise, units are in meters, seconds, and tons. 



(Note that opposite to usual usage, cr increases from 0 at the ground 
to 1 at the top of the atmosphere.) The vertical discretization was 
patterned after that suggested by Arakawa (Arakawa and Mintz 1974), 
and is illustrated in figure 1.1. (For notational convenience, we 
follow Arakawa and use a caret to denote variables located at an 
interface, while the same symbol without the caret denotes a quantity 
in the layer located above the interface with the same subscript k.) 
The distribution and number of sigma layer thicknesses ~crk 

A A 

crk+l - crk, (k = 1, ••• ,K) 

1, 
(1. 3) 

was left open and is set by input data cards in the initial data code 
associated with this model. The model therefore does not contain either 
a unique thin boundary layer next to the ground, nor a "tropopause," 
such as exists in current operational NMC models. 

Various choices of ~cr have been used, all of which, like the pattern 
used at the Geophysical Fluid Dynamics Laboratory (Miyakoda 1973), have 
smaller values of ~cr at the top and bottom of the atmosphere, with 
larger values in between. In a 10-level version (K"" 10), for example, 
the values were chosen symmetrically as follows: 

k :::: 1 and 10 0.070 
k 2 and 9 0.078 
k 3 and 8 0.090 (1.4) 
k 4 and 7 0.109 
k 5 and 6 0.153 

Meaningful tests of the effect of varying these sigma increments have 
not yet been made. 

The nested aspect of the NGM is illustrated in figure 1.2. This 
figure is a stereographic map, and the finite-difference formulation of 
the forecast equations is done in stereographic coordinates x,,y: 

case 
(x~ y) 2a (cosA, sinA) 

1 + sinG 
(1. 5) 

where a, G, and A are the radius of the Earth, geographic latitude, and 
longitude. 

The outer grid, denoted by A, is a square array in which i and j each 
run in the x and y directions from 1 through 2•NH+6. The North Pole on 
this grid is located at 

i j NII+4. (1. 6) 
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Figure !.I.--Vertical structure of the NGM showing the location of 
interfaces (solid lines) and layers (dashed lines), 
and the variables defined at those positions. 
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GRID A 

GRID 8 
y 

NtP 

Figure 1.2--Three-grid structure of the NGM, and its orientation 
with respect to the Greenwich meridian (GRN). 

The integer NH determines the horizontal grid spacing 1:. on this grid: 

6.. _ 2a 
A- NH+O.s' 

(1.7) 

The outer boundaries of grid A therefore extend at least 2.5 grid incre­
ments into the Southern Hemisphere. This extension is to facilitate 
applying a lateral boundary condition at the Equator (see Appendix I). 

Grid A is used in every forecast, but located within it is an optional 
grid B, having twice the resolution of grid A: 

(1. 8) 

A third grid, C, can also be located within grid B, with still finer 
resolution: 

!,A 
2L\B 

- 4 -
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The model can therefore be run in three formats: only grid A; grids 
A and B; or grids A, B, and C. 

The grid lines of grids B and C are parallel to those of grid A, but 
both interior grids may have differing x and y dimensions given by the 
ranges i = l, •.. ,IM, and j = l, ••. ,JM, so that their areas can be 
rectangular in shape. 

The final horizontal degree of freedom is that the positive x-axis 
of grid A, defined by eq (1.5) as the line A = 0, may be rotated an 
arbitrary amount A eastward from Greenwich: 

0 

A = tan-1 [Y) = A - A (1.10) x G o' 

where AG is longitude measured eastward from Greenwich.l 

The time step lit for each grid is proportional to its grid increment, 
so that the ratio 

£ = 11t/li (1.111 

is the same for all three grids. The time stepping procedure is 
:illustrated in figure 1.3 for the most general case of three grids. A 
complete time-step cycle in this three-grid format consists of seven 
forecast steps. First there are two time steps on grid C, followed by 
a single time step on grid B (steps 1, 2, 3). This is followed by an 
interpolation process, denoted by an asterisk, during which the outer 
boundary points of grid C are updated by an interpolation from grid B, 
and those interior points on grid B in the vicinity of the edges of C 
are updated by interpolation from grid c. 2 Following this interpolation, 
the forecasting is resumed on grids C and B in steps 4, 5, and 6. After 
they have again been mutually interpolated, grid A is forecast for one 
time step in step 7. This is followed by an interpolation between 
grids B and A similar to that between B and C. The final process is to 
update the outer subequatorial points of grid A by applying the equa­
torial symmetry condition of 

a d 0/dt = 0 (1.12) 

a .dA. -· {a cos Gd-} ae t 
ae = 0 = ae = ae (6 is potential temperature). 

1The choices /.. 0 = 10° and -15° result in the negative y-axis of figure 
1.2 being located at 80°W and 105°W, corresponding to the orientation of 
the PE and LFM grids used at NMC 

2The grids overlap just enough for this interpolation process to be 
carried out, as described in Appendix H. 
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Figure 1.3.--Time stepping required for grids C, B, and A. Mutual 
boundary interpolations are denoted by an asteri.sk. 
The final equatorial treatment on grid A is indicated 
by the plus sign. 

This nesting procedure is a "two-wayll interaction in the tenninology 
of Phillips and Shukla (1973). It has the virtue that gravity waves on 
an interior grid can disperse freely outward across its boundaries. 
The reduction in grid size by a factor of only two between neighboring 
grids minimizes possible differences in computational phase spe:eds, and 
any peculiar boundary reflections and trapping to which this difference 
might give rise. At the same time, the structure shown in figure 1.3 
insures that if it is the forecast on grid C which is of major interest, 
most (-4/7) of the computational work will in fact be spent on that grid. 

As a practical matt~r, it may be mentioned that the hemispheric output 
codes developed for this model obtain a desired output gridpoir1t value 
on an arbitrary hemispheric stereographic output grid by simple interpo­
lation only on the finest of the three forecast grids that has a forecast 
grid square containing the desired output gridpoint. No trace of the 
underlying forecast grid boundaries has ever showed up on output maps 
constructed in this way. 
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A typical computing requirement for the NGM is 36 min of CPU time on 
an IBM 360/195 for a 24-hr forecast using a 10-level version with two 
grids; grid A having NH=27, and grid B having 51 x 59 gridpoints. Under 
favorable system conditions, this must be supplemented by only 10-15 
vercent input-output time for core-disk transfers. The required core 
storage is approximately IMMx295x(K+l) words, where IMM is the maximum 
i length of a grid row (normally I~F2NH+6). The configuration defined 
above requires about 195000 words of core storage. (Single precision 
floating point numbers are used: in the IBM 360/195 system one such 
word or number = 4 bytes = 32 binary places, with a precision of about 
7 decimal digits.) 

- 7 -



CHAPTER II: GRID STRUCTURE AND FORECAST EQUATIONS 

The basic forecast variables in the NGM are 

H = surface pressure 

H6 sfc. pressure x potential temperature 

Hu sfc. pressure~ ~-velocity component 

Hv sf c. pressure x y-velocity component 

Hq = sfc. pressure .x specific humidity 

The last four variables are all located within the sigma layers of 
figure 1.1. Some two-dimensional surface fields are also carried. 

~g ground geopotential 

PRCP = accumulated forecast precipitation 

ST ground (or water) temperature 

SR = surface roughness 

SM = ground or water moisture 

SA = surface albedo 

SS = snow cover 

In the present form of the NGM, radiation is not included in the "physics," 
so that turbulent heat flux from land cannot be computed. ST is therefore 
irrelevant over land at this time, as are SM, SA, and SS. 

The forecast procedure on any one of these grids to do one time step, 
~tA or ~tB or ~tc (i.e., one of the seven forecast operations on figure 
1.3), is a "two-step" second-order Lax-Wendroff process (Phillips 1962; 
Lax and Wendroff 1964). It uses the Eliassen time and horizontal 
staggering of variables (Eliassen 1956}. At the Beginning (and end) of 
the double steps, the variables are located horizontally as shown in 
figure 2.1. At the intermediate half-time step, forecast values of H, e, 
and q are computed in the center of the grid square (denoted by H"', 6"', 
and q~) while forecast values of u and v (denoted by u~ and v;) are 
computed in the locations of Hv and Hu. These primed variables are valid 
at t + ~~t. They are then used to compute the derivatives nee:ded in 
taking the original vari?bles a full time step from t to t + ~t. (The 

. two-dimensional fields $g, ••• ,SS are located at the H points of figure 2.1. 
They have no half time-step counterpart.) 
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Hu v' 
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H' e q' 
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Hv 

u' 

j+1 

i + 1 

Figure 2.1.--Location in a grid square of the full time-step 
variables H, Hu, Hv, He, Hq, and the half time­
step variables H~, u~, v~, e;, and q~. 
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Advantages of this Lax-Wendroff procedure with the Eliassen grid 
are as follows: 

a. It has no computational modes and is slightly damped. This 
feature seems to result in better meshing between adjacent grids 
(Phillips 1962; Phillips and Shukla 1973). 

b. In the computations, core limitations require that successive j­
strips of data be read in and out of core. Only one strip need be read 
in for every forecast strip read out, whereas a leap-frog procedure 
requires two old strips to be read in for each new forecast strip. 

c. The time-averaging procedures (or occasional :uncentered restarts) 
that are often necessary in leap-frog techniques are not needed. 

d. The small local horizontal averaging involved (which gives rise 
to the small damping) eliminates the 12 factor multiplying the magnitude. 
of the horizontal wind in the computational stability criterion (see 
Chapter VIII.) . 

e. Gravity wave propagation is treated more accurately than in the 
Shuman procedure generally used at NMC (Shuman and Hovermale 1968; 
Gerrity 1977). 

The disadvantages are 

f. Separate codes are necessary for the half and full time~step. 

g. About twice as much arithmetic is required per double Lax-Wendroff 
time-step as is needed in the Shuman procedure for a single leap~frog 
step. 

Disadvantage f is a minor problem, but disadvantage g is potentially 
serious. A careful design of the computation strategy, core storage, 
and detailed "do-loop" structure to reduce CPU time was therefore 
planned from the beginning. Some success in attaining efficiency is 
shown by comparative CPU times. The NGM takes 1. 46 x 10-4 sec per grid 
point per level for the Lax-Wendroff double time step, compared to the 
1.05 X 10-4 SeC per grid point per level required by the current 
operational seven-level hemispheric model for each leap-frog time step. 

Both the half time step and full time steps use the hydrostatic 
equation 

in which 
~ geopotential = gz 

1T = PR/cp 

e potential temperature, 

- 10 -
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to compute the geopotential from forecast values of H (surface pressure), 
e, and the known ground geopotential 

$g = g x ground height. (2.3) 

Both time steps also use the continuity equation in sigma coordinates: 

3H =- H aa- div(H ~). 
3t 

(2.4) 

+ The horizontal velocity v has x andy components u,v; 

1 dx ( d0) ( dA.) u = mdt =- COSA a dt -sin:\ a cos0 dt, 

v = l ~ = - sin:\ (a de) + cosA.(a cos0 ddtA.L 
m dt dt 

The map scale factor is 

2 x2 + y2 
m =. = 1 + 4a2 1 + sine 

The divergence operation in stereographic coordinates is 

d1 v(H v) = m - -· · + -- - · . + 2[8 (Hu) 3 rlv)j ax m ay m 

The boundary conditions cr = 0 at 1J = 0 and 1, when applied to the 
vertical integral of eq (2.4), yield the surface pressure. tendency 
equation: 

aH 1 . + at= - J dJ.v(H v)do. 
0 

(2.5) 

(2.6) 

(2. 7) 

(2.8) 

(2.9) 

'Iilis is used in both time steps to predict H and H~, and, after sub­
stitution in eq (2.4), to enable. a to be computed from 

The form of the remaining basic forecast equations differs in the two 
time steps, however. 

- 11-



In the half time step, the "advective" form is used. Let us define 
the advective operator A on an arbitrary scalar h by 

dh = <lh + ~-Vh + crah 
dt ax aa 

= <lh + m(uah + ~) + a~~ 
Ot ax 3y Ov 

= 3h +A h. 
3t 

The half time step equations then use the following prediction 
equations for u, v, 6, and q. 

~~ = - Au - m(* + cp a::) + f"v + Fx, 

;~ = - Av - m ( * + cp 6 ~;) - £' u + F y, 

l9..--Aq+q" at - turb' 

In these equations, £" is a modified Coriolis parameter 
~ F 7.29 x 10-5/sec =angular rotation of the Earth) 

£" = 2Qsin8 + (uy - vx)/2a2 

(2 .11) 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

(2.16) 

F , F , Q b' and qt rq are the horizontal frictional forces, heating, 
aftd m6istfi¥~ changes ~r1sing from small-scale vertical turbulent 
exchange. They are described in Chapter III. (The NGM has no explicit 
horizontal diffusion except for the special purpose filtering described 
in Chapter V.) Qrad' the heating from radiation, has not yet been 
introduced in the NGM, and is written symbolically in eq (2.1l!.) only 
for completeness at this time. Note that eq (2.14) and (2.15) do not 
contain contributions from condensation of water vapor. This is 
included only at the end of the full time step, which is now described. 

The full time step equivalent of eq (2.12)-(2.15) is written in "flux" 
form, based on the following relation for an arbitrary scalar h: 

- 12 -



a(Hh) = 
at 

= - (k<a Hh) + div~ Hh)) 

- B (Hh) + H dh · 
dt 

+ H dh 
dt 

Using the flux operator B so defined, the equattons ~o~ the full 
time step are 

aHu = _ 
· at 

ClHv 
at 

B (Hu) - mraaq, - (~ - Rrr6) aHl + H(f~v + Fx), 
l ax ax1 

B (Hv) - m(~- (<j> - R1T8) anj + H(- f"'u + Fy) 
ay ayJ 

ane = - B (He) + 1THC (Qtutb+ Qrad+ Qcond)' at P 

]!!g_ = - B (Hq) + H (<iturb + Cicond) • at 

(2 .17) 

(2.18) 

(2.19) 

(2.20) 

The pressure force terms in eq (2.17) and (2.18) are written in this 
manner instead of H(<:ltf>/ax + cpe an/ax), to provide exact momentum con­
servation properties. (See Appendix B.) The latent heat terms Qcond 
and qcond are now evaluated by means of the adjustment process 
described in Chapter IV. 

To summarize: In the half time step, eq (2 .1), (2. 9), (2 .10), and 
eq (2.12)-(2.15) are used to compute (H;, e~, q;, u~, and v~) at time 
t + 0.5 l:lt as located in figure 2.1 from the values of H. He, Hq, Hu, 
and Hv at timet in that figure. Then eq (2.1), (2.9). (2.10), and 
(2.17)-(2.20) are used to compute (H, He, Hq, Hu, and Hv) at time t + &t 
at their original locations. In this last process the primed variables 
at t + 0.5 ~t are used in evaluating the B term, the pressure gradient 
and Coriolis terms on the right side of eq (2.17)-(2.20), and the 
complete right sides of eq (2.1}, (2.9), and (2.10). 

- 13 -



CHAPTER III. SURFACE FLUXES AND TURBULENT VERTICAL TRANSPORTS 

The frictional terms Fx, Fy in the horizontal equations of motion and 
the turbulence contributions Qturb and 4turb can all be written in the 
general form oFh/ocr, where Fh represents the turbulent downward flux of 
the property h through a sigma surface. At the surface (cr = 0) these 
fluxes take the conventional form 

FU '= Fl ·uair 

FV = F}•Vair 

FT Tsurface) 

qsurface) 

(3.1) 

where F1 is an aerodynamic coeffi.cient (.inodifi.ed to allow .tor pdz = dp/g 
= a do/g); 

F l = g { i} CD I :t I an (3 • 21 

(p is density.) For bottom layers of thickness 5-10 cb, it has proved 
worthwhile to set j\flan at a fraction "ANEM'' = 0.8 of the wind speed 
in layer k=l of the model. p/H is approximated by the inverse of the 
constant RT = (287 .05) (273). 

The drag coefficient CD consists of two factors: 

where CDv represents a simple empirical dependence on J~lan: 

CDv = (0.7 + 0.07 l:tanl)/1.296. (3 .3) 

CDr is the measure of surface roughness derived oy Cressman (196.U1., 
having the value of 1. 296 x 10-3 over oceans and reaching a maximum 
value of 8.5 x 10-3 over the central Rockies and Tioet. This results 
in a value of CD= (0.7 + 0.07j\fan1) x 10-3 over oceans, as used by 
Ooyama (1969). 

The surface fluxes FT and FQ in eq (3.1) are only computed over oceans, 
using Tair = HR/cp times 6 from layer 1 and qair = q(layer 1). Over land, 
FT and FQ are at this time set equal to zero, since Tsurface over land 
cannot be predicted without a heat balance condition for the soil, which 
in turn requires knowledge of the missing radiation fluxes. Over water, 
Tsurface is the same sea-surface temperature field used by regular NMC 
models, and qsurface is the corresponding saturation specific humidity. 

- 14 -



Ua·r and vair in eq (3.1) are reduced by the same factor ANEM from the 
u ana v of layer 1 to anemometer level, and also rotated by an angle of 
22.5°, counterclockwise in the Northern Hemisphere, clockwise in the 
Southern Hemisphere. 

In the interior, at interfaces ok, k = 2, ... ,K, the sigma form for the 
flux Fh, derived from the conventional austausch form, is 

C'l2(r2 ()h 
Fh =~A­

H2 acr (3.4) 

where A, of dimension m2 /s, is a kinematic austausch coefficient. Fh 
is evaluated by first simplifying p g/H = (1- Ok)(gtRT) to (1- crk) + 
(7440 m} and then defining the exchange coefficient Fk: 

(3.5) 

where Ak is prescribed as a simple function 

Aum 
Ak = ----

of the Richardson number, Ri: 

Then, for h 
flux at k = 

(3 .6) 

~ + IR.ilk 
u, v, e, or q, we have a general formula for the interface 

2, ••. ,K+l: 

(3. 7) 

~ ~ 

At the top of the atmosphere (k = K+l), ok = 1, so Fk vanishes there. 

No remarkable virtues are associated with the crude expression eq (3.6) 
for A except that it does increase the vertical exchange with smaller Ri. 
Alim has normally been set at 50 m2 /s. For typical free atmosphere Ri 
values of 30, A is then about 2 m2 /s. This produces a negligible effect 
on the large-scale interior motion: 

(3. 8) 

This is only about 0.1 percent of the typical Coriolis acceleration. 
For the exceptional case of Ri ~ 0, A is about 200 m2 /s. Here the 
danger is violation of the CFL criterion for vertical diffusion, which 
is (approximately), 

(Ll.z)2 
A < 4Ll..t ' (3. 9) 

where Az is the height increment corresponding to Ao. The 700~m value 
of Az implied by the Acr = 0. 07 of (1. 4) , together with a typ:(.cal time 
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step of 1/7 hr on grid A requires A .::;; 238 m2/s. This computational 
stability criterion was used in fact to set Alim at 50 m2 /s fo:r D.o's 
of the type listed in eq (1.4). For smaller !'::.o, either Aum o:r !'::.t 
would have to be reduced. (In view of our ignorance about turbulent 
exchange, the prudent person would of course reduce Alim•) 

At the present time, the meteorological effect of this somewhat 
arbitrary vertical turbulence flux in the free atmosphere is minor. 
It has produced some beneficial stabilizing tendency in extremely 
strong baroclinic jets (90 m/s) that occur in winter. It does produce 
an average downward heat flux equivalent to a net warming of several 
tenths of a degree per day in the lower troposphere and thereby con­
tributes to a slight warm bias in predicted temperatures. The eventual 
introduction of radiation into the NGM (and a surface heat balance 
condition over land) should act to correct this. 

A dry adiabatic adjustment is incorporated into the prediction of H6. 
Immediately after new values of H8 have been computed in the full time 
step of the Lax-Wendroff procedure (but before saturation is considered), 
the vertical distribution of e is examined at each grid point column 
for instances of ek+l < ek. If adjacent layers k k1 , to k = k2 have 
decreasing values of 6, they are all adjusted to the same value of 8, 

(3 .10) 

This adjustment preserves the (dry) enthalpy of the column. It produces 
a slight increase in the mean e, but this is to be expected since the 
adjustment process envisages an unstable potential density distribution 
breaking up into turbulent motion, which is then converted to heat by 
viscosity (Rossby 1932). The process is repeated until no layer has 8 
greater than the layer below. 1 

This adjustment can change 6 by 1 to 2 degrees in the initial data 
obtained from the global Flattery isobaric height analyses (sE~e Chapter 
VI). However, adjustments of as much as 0.5 degree never occur in a 
forecast. 

1Efficient programming of this examination is patterned after a routine 
developed by J. Stackpole. 
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CHAPTER IV. LATENT HEAT RELEASE AND MOIST CO&TVECTION 

This consists of two successive adjustment processes in the NGM: 

a. A modified Kuo simulation of organized cumulus and cumulo-nimbus 
convection. 

b. Large-scale saturation adjustment. 

They are applied only at the end of the Lax-Wendroff two-step process; 
they are not used at the half time step. 

The convection process is patterned after Kuo's original scheme 
(Kuo 1965). It is not to be thought of as modeling isolated thunder­
storms, such as occur from afternoon heating, but rather as modeling 
the organized moist convective process brought about by the simultaneous 
occurrence of three factors: large-scale convergence of moisture, a 
moist unstable lapse rate, and at least moderately high relative 
humidity. As such, it can be viewed as a slightly more sophisticated 
version of the moist-adiabatic lapse-rate adjustment used at the Geo­
physical Fluid Dynamics Laboratory (Miyakoda 1973). 

Because the Kuo computation can be time consuming, the NGM uses a 
preliminary screening test patterned after one successfully used by 
Hovermale. Let DHQk represent the change in Hq for layer k predicted in 
the current (full) time step by all processes except condensation [(i.e., 
except ~cond in eq (2.20)}. The possibility of the Kuo process is 
ignored in the NGM unless 

(4.1) 

(KACUM is usually set at 4.) A horizontal convergence rate of -10-5/s 
will produce large enough DHQ to satisfy this if the specific humidity 
is of order 10-2 • 

If the test eq (4.1) is satisfied, the second test is to take a 
parcel from layer 1, with its provisionally forecast pressure and 
temperature, assume it is saturated, and determine to how high a layer 
it can be lifted moist adiabatically before it becomes colder than the 
temperature in that layer. As soon as two successive layers k 2 and k 3 
are found to be warmer than the lifted parcel, the unstable region is 
defined as extending from k = 1 through k = KTOP = k2 - 1. 1 

1The requirement for two successive stable layers simplifies the decision 
process where the lapse rate is moist adiabatic except for small irregular 
deviations. 
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Having located a column of large enough water accumulation and an 
unstable moist stratification, the following sums over the layers 
k = 2 through KTOP are computed: 

(4. 2) 

(4.3) 

(4.4) 

QEFF WATER/(Ql + Q2), (4.5) 

where qcld and Tcld are the lifted parcel values of saturation 
humidity and temperature at layer k, L = 2.5 x 106 kJ/ton is the 
latent heat, and the sums in eq (4.3) and (4.4) only include layers 
for which qcld - qk > 0 or Tcld - Tk > 0, respectively. Ql is the 
amount of water needed to fill the unstable layers with cloud:s, and 
Q2 is the amount of water vapor whose enthalpy would be enough to 
increase the dry enthalpy of the existing lapse rate to that of the 
cloud. 

The Kuo changes in T and q for layers k 
given by 

DTKUOk = QEFF•(Tcld 

DQKUOk = QEFF•(qcld 

2, .•• ,KTOP are then 

(4.6) 

(4. 7) 

except that negative values are replaced by zero. The sum over k of 
eq (4.6) times cp•llok plus eq (4.7) times L•llok is equal to the sum 

L I DHQk•llok. 

DTKUO represents a temperature increase due to convective precipitation, 
and is to be added to the already forecast values of Hek at the new 
time step, but DQKUO (when multiplied by H), represents a revised 
version of DHQ. As such it is added to the Hq from the previous time 
step in place of adding the original DHQ. 

A weakness of the scheme described above is that it will predict some 
convective precipitation even when the environment is dry enough that 
entrainment would quickly evaporate convective clouds as they extend 
into the drier regions above. (In other words, under these dry (but 
unstable) conditions in nature, all of QEFF goes into DQKUO even if 
T ld > T.) To correct this, the NGM contains a simple modification. 
Tfie condensate 

(4.8) 

produced in layer k (k = 2, ••. ,KTOP) is allowed to fall, subject to 
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the condition that it must evaporate until each layer through which it 
falls has reached a relative humidity of (arbitrarily) 90 percent of 
the relative humidity criterion used in the large-scale saturation 
process described below. The obvious cooling adjustment in DTKUO is 
made for each layer experiencing such evaporation. This modification 
seems to have eliminated the falsely computed convective zones in 
question. 

The purpose of this moist convection adjustment process is to prevent 
calculations being made with the nonturbulent equations alone under 
conditions of static instability (where they are inadequate). The 
process as described above seems to have performed this function well 
in all computations so far with the NGM, except for one case described 
in NMC Office Note 171 (Phillips 1978). In that example, readily 
identifiable (and deleterious) consequences of explicit large-scale 
release of moist instability were experienced: 

a. when the initial moisture distribution in the warm air was clearly 
analyzed as too wet below 850 mb compared to radiosonde observations; 

b. with a corrected humidity analysis, when the horizontal resolution 
was reduced from 99 to 62 km on grid C. 

The first of these need not be a fault of the NGM, but the second 
strongly suggests that the moist convection process used in the NGM is 
not a satisfactory solution under all conditions. 

The large-scale condensation process is an isobaric adjustment applied 
at every gridpoint, after the Kuo process has been applied at its 
selected columns. (The two top layers are not adjusted to saturation, 
since specific humidities at these heights are small.) The saturation 
adjustment is patterned after the isobaric constant enthalpy process, 
similar to the well-known 'wet-bulb' relation. Given a mixture of moist 
air at temperature T0 , total pressure p, and specific humidity q0 , such 
that q0 is greater than the saturation specific humidity at T0

, an 
(irreversible) isobaric constant enthalpy adjustment will produce 
saturation at temperature T~ > T0

• After neglecting several small terms 
in q0

, this balance can be stated as 

Using the approximate relation 

(
aqs) - L qs = a·qs' 
oT p - ~T2 

qs at the unknown temperature T~ can be written 

q8 (T~) = qs(T0 )[1 + a•(T'- T0
)]. 
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This can be evaluated after T"- T0 is computed from eq (4.9) and (4.11): 

(4.12) 

This approximate procedure succeeds in having the new adjusted q, 
given by eq (4.11), very close to the true saturation specific t,umidity 
at the new adjusted temperature T". It avoids the undersaturation 
computed by using qs(T0 ) instead of qs(T ... ) for the adjusted q. 

An important practical modification in the NGM to eq (4 .11) and 
(4.12) is that large-scale saturation is defined as occurring at a 
fraction 0.9 of qs. (Roughly similar saturation factors are used in 
NMC operational models.) A factor 0.9 is thereby introduced in front 
of the three q8 (T0 ) appearing in eq (4.11) and (4.12). Some experimen­
tation was done with this factor. More testiRg should be done, but only 
\vith initial humidity analyses that are more reliable than provided by 
the current NMC analyses of water. 

At the present time, all condensed water vapor falls immediatE~ly to 
the ground in this large-scale adjustment process; no allowance is yet 
made in the NGM for evaporation of falling drops and cloud storcLge. 

An interesting example of forecast precipitation rates from the first 
precipitation forecast of the NGM is reproduced in figure 4.1. This is 
a time sequence of the forecast surface pressure, convective prE~cipita­
tion per time step and large-scale precipitation per time step at a 
fixed point in the Ohio valley during the passage of a spring storm. 
Only grid A was used, with a time step of 1/8 hr. Values are plotted 
at each time step. Of special note are 

a. The smoothness of the two precipitation records. 

b. The sudden termination of the convective precipitation at 17 hr 
[due to the test (4.1}] causes an immediate jump in the large-scale 
precipitation, so that the latter at the first time step without: con­
vective precipitation is almost as large as the total precipitation in 
the preceding time step. 

c. The surface pressure changes very smoothly, but it is subject to 
appreciable oscillation with periods of 3-4 hr. 

The large surface pressure oscillations shown here have been traced 
to external gravity waves, moving at speeds of about 300 m/s. 1bey 
originate over the steep slopes of the Himalayas, Greenland, and the 
Rockies because of vertical truncation error in the evaluation of the 
horizontal pressure force, 

(4.13) 

in the presence of a sharp tropopause over steep orography. The 
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Himalayan slopes are by far the strongest source of these waves; 
Chapter VII describes the method now used in the NGM to reduce their 
effect. 1 

There is a pronounced correlation on figure 4.1 between risi~ surface 
pressure and minima in the large-scale precipitation rate, and falling 
surface pressure with maxima in the large-scale precipitation rate. 
The maximum pressure change in the wave is 1.3 cb between 19.5 and 
21.75 hr. If this is experienced by a 50-cb thick saturated layer in 
which (dqs/ap) along a moist adiabat has the (observed) value 2 x 10-4 /cb, 
the precipitation in this period should be modified by an amount 

50 10-4 1.3 X 9 •8 X 2 X 1.3 x 10-3 (tons·m-2 = m). (4 .14) 

When divided up between the 18 time steps in this 2~-hr period, this 
yields a typical decrease in precipitation rate of 7 x 10-5 m/time step, 
reasonably close to the forecast dip in precipitation rate in this time 
interval shown on figure 4 .1. As such it provides an interesting, 
albeit fortuitous test of the NGM large-scale precipitation me.:::hanism. 

Precipitation forecasts with the current (1978) NGM (almost ,none of 
which have been summer cases, however) appear to be at least as good as 
those made with the LFM and seven-layer operational models at NMC. An 
earlier version of the NGM suffered from severe short wavelength trun­
cation error in the advection of specific humidity. This showed up as 
"wiggles" in the q values on a sigma surface in the generally dry air in 
back of a cold front. The wiggles had wavelengths in the range 2 to 4 
grid increments and an amplitude large enough to produce negative values 
of q at their minima and slight supersaturation at their maxima. The 
resulting widespread areas of slight precipitation (~ 0.2 in./12 hr) 
seriously degraded the usefulness of the NGM precipitation forecasts 
(Stackpole 1978b). 

Tests with fourth-order, accurate, three-dimensional advection of q 
did not correct this problem. The periodic filtering procedure described 
in Chapter V did ameliorate it to a considerable degree, however. Two 
examples of excellent 48-hr precipitation forecasts from the revised 
NGM are given in NMC Office Note 171 (Phillips 1978). 

In common with other models, the NGM underpredicts precipitation in 
the first 9 hr. To some extent this may be because the initial velocity 
fields are nondivergent. The picture is complicated by uncertainties 
in the initial humidity analysis, however; some test forecasts with 
quasi-geostrophic deduced initial divergence fields on grid B of the 

1The large ±6-mb oscillation in figure 4.1 centered around 20-·22 hr is 
a wave that initially moves equatorward from the Himalayas, is reflected 
at the Equator, and then refocused over the United States. The initiali­
zation procedure described in Chapter VII typically reduces this wave to 
±2 mb. 
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NGM have not shown a marked improvement in 0-12 hr precipitation 
amounts, even though these initial divergence fields seemed to be good. 
(It appears that the model wili develop most of the correct divergence 
field in about 6 hr after a nondivergent start.) 

Several obvious extensions of the present NGM precipitation scheme 
would be (a) extend the Kuo process so as to examine moist instability 
starting from higher layers (e.g., warm front thunderstorms), (b) experi­
ment with the 90-percent saturation criterion, and (c) include evaporation 
of falling large-scale precipitation. It appears not worthwhile to do 
these, however, until better initial humidity analyses are available. 
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CHAPTER V: HORIZONTAL FILTERING 

A smoothing operation [a low-order version of the type discussed by 
Shapiro (1975)] is applied every 3 hr to the forecast fields of u, v, 
8, and q, on grids B and c. Let the operators L and M define the three­
point second-difference operators on the grid point variable hij 
(h = u, v, 8, or q): 

+ hi .. ) I 4, L hij (hi+ij 2hij -l.J 
(5 .1) 

M hij (hij+l 2hij + hij-1)/4, 

and let the ranges of meaningful values of the unsmoothed variable h be 

i IL to IR 
(5. 2) 

j JB to JT. 

First, each i-row (for j = JB to JT) is treated as follows to give 
ani-smoothed value denoted by h~ij' 

Points i = IL and IR: 

h;ij = hij. 

Points i = IL + 1 and IR - 1: 

Points i IL + 2 through IR - 2: 

h..... = h .. - L2 h ..• 
1] l.J l.J 

Following this, the final smoothed variable h
1
ij is obtained by the 

following operation on h ... ij (for i-columns i L through IR) • 

Points j = JB and JT: 

hij = h"' ij. 

Points j JB + 1 and JT - 1: 

Points j JB + 2 through JT - 2: 
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(5 .4) 

(5.5) 

(5.6) 

(5. 7) 

(5.8) 



If the initial field is of the form 

hij = exp[!=i(ai + Sj)], 

so that a and 8 define the x- and y-wavelengths, 

a = B 
21Tll 

L ' y 

the response over the main interior region is 

(5.9) 

(5.10) 

(5.11) 

Two grid increment waves (for which a/2 or B/2 is equal to n/2) are 
therefore completely eliminated. The individual factor 
[1 - sin4 a/2) takes the value 0.44 for a three grid-increment wave 
and 0.75 for a four grid-increment wave. It is greater than 0.95 for 
wavelengths greater than 6.4 grid increments. 1 

The basic variables Hu, Hv, H8, and Hq have the surface pressure H 
divided out before this smoothing operation and reinstated after the 
operation. H itself is not smoothed. In the first tests of this 
scheme, the complete variable array H, Hu, Hv, H8, Hq was smoothed 
directly. This proved satisfactory in regions and grids where the 
(fixed) surface orography $g had no energy in the 2-4 grid-increment 
scales, but introduced noticeable roughness in regions of more irregular 
<Pg when the horizontally smoothed data on sigma surfaces were interpo­
lated onto constant-pressure surfaces. The roughness arose, of course, 
from the inconsistency of smoothing surface pressure but not orography 
in those regions. The variables u, v, and 8 are filtered because the 
e field occasionally develops the same type of irregularities as q to 
the rear of sharp cold fronts. This filtering of e then suggested it 
was logical to filter u and v for dynamical consistency. 

At the present time the forecast sigma fields are smoothed in this 
way only on grids B and C; the special programming necessary to smooth 
grid A with its roughly circular computational boundary has not been 
done. 

1some tests were made with the sharper operators L3 and M3 in eq (5.5) 
and (5.8) but the present ones seem adequate. 
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CHAPTER VI: INPUT DATA 

The main source of initial atmospheric data for the NGM has been the 
global isobaric analyses of geopotential, wind, and relative humidity 
prepared by the "Hough" analysis program at NMC. In this program, 
developed initially by T. Flattery, simultaneous analyses of wind and 
geopotential are made. These two fields are constrained (separately for 
each zonal wavenumber and for each meridional wavenumber), by the kine­
matics of the Rossby-modes of the linearized theory of pert1,1rbations on 
a resting atmosphere. 1 From the practical aspect, a main consequence is 
horizontal velocity fields that have negligible divergence (an rms ~alue 
~ 10-6/s) and that are in reasonably close geostrophic balance with the 
analyzed geopotential field. The analysis is truncated rhomboidally at 
wavenumber 24, which omits some small-scale features. 2 This is the 
analysis used for the operational Northern Hemisphere model at NMC. 

Observations and some artificial "bogus" data are combined in the 
Flattery program with first-guess analyses provided by short-pe.riod 
forecasts from the nine-level global 2~ x 2~-degree latitude-longitude 
model (Stackpole 1978a). 3 The resulting global analyses are tabulated 
at intervals of 2.5 degrees in longitude and latitude on a "GLOPEP" data 
set, for the 12 standard surfaces 100, 85, 70, 50, 40, 30, 25, 20, 15, 
10, 7, and 5 cb. Relative humidity analyses are also made for the 
lowest six surfaces 100-30 cb. The horizontal analysis progran1 is 
carried out not for fields on individual pressure surfaces, but: for the 
horizontal distribution of vertical empirical orthogonal functions, six 
functions being so analyzed for the wind and geopotential heigrtt fields, 
and three for the humidity fields. This vertical truncation from 12 to 
6 and 6 to 3 results in some noticeable irregularities in derived 
temperature lapse rates in the high tropical troposphere and can produce 
unrealistic relative humidity profiles in the lower troposphere. The 
former of these activates most of the dry adiabatic adjustment at t = 0 
referred to in Chapter III. 

The field of surface geopotential ~g used in the NGM was derived from 
the Northern Hemisphere heights at 1° x 1° latitude-longitude points 
obtained some years ago by NMC from the Fleet Numerical Weather Center, 
supplemented by a 0.25 degree resolution orography set over thE~ contiguous 

1The relation used is only that for one vertical mode of the linear theory, 
corresponding to an "equivalent depth" of 11.5 km. 

2 For example, low-pressure centers over North America are often not 
analyzed deeply enough by as much as 60 m in geopotential. 

3Ship air temperatures have been ignored, but are being introduced into 
the data base at the current time. 
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United States prepared by the Geophysical Fluid Dynamics Laboratory. 
This combined array on a 1° x 1° grid was then reflected into the 
Southern Hemisphere. The resulting global array was analyzed into a 
7Z-wavenumber (triangular) spherical harmonic representation, and this 
truncated representation was then tabulated in the Northern Hemisphere 
onto a 1° x 1° latitude-longitude array. This array is now used to 
give surface heights (by interpolation) for the gridpoints of each NGM 
forecast grid by the input code. 

This filtering of ~ eliminates two-dimensional wavelengths in ground 
height shorter than 5~6 km, but as long as the horizontal space increment 
on grid A is smaller than this value there is compatibility in the oro­
graphy seen by each of the three grids where they overlap. The small­
ness of Z x 7Z 144 compared to 360 means that a "Gibbs phenomena" can 
be expected where high mountain ranges are close to the coast, as in the 
Gulf of Alaska and off the northwest coast of South America. The surface 
height reaches a minimum of around -200 and -75 m in these two oceanic 
regions. Over the rest of the oceans, the height field is characterized 
by ±10 m deviations from zero with typical wavelengths around 600 km. 
Strong smoothing of the narrow Cascades and Brooks ranges is the most 
noticeable meteorological weakness of this filtered orography field. 

The input data for each NGM grid is obtained by horizontal and vertical 
interpolation from the Hough analysis. But before this is done, the 
global latitude-longitude data on the GLOPEP data set is subjected to a 
modification near the Equator. Let a be the following function of 
latitude: 

(6.1) 

where 0 is the Northern Hemisphere latitude in degrees.. a vari~s 
monotonically from 0.5 at the Equator to 1 at 0 = Z0°, with a slope of 
zero at Z0°. The "even" variables E,., zonal velocity, geopotential, 
and relative humidity, and the "odd" variable 0 = meridional velocity 
on the GLOPEP data set are then modified separately at each longitude by 
the following linear combination of Northern and Southern Hemisphere data: 

0 ~ 20°: No change (6. 2) 

0 < 0 < zo0
• E .. (0) a(e) •E(El) + [l-a(0)] •E(-0), (6. 3) - = 

0 .. (0) a(0)•0(0) [1-a(El)]•0(-0). (6.4) 

0 < o E .. (0) E .. (-0), (6.5) 

0 .. (0) = - o--(-0). (6 .6) 
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This procedure produces even fields that smoothly approach the con­
dition 3E/38 = 0 at the Equator, and odd fields that smoothly approach 
zero at the Equator, in conformity with the boundary conditions eq (1.12). 
This will have some meteorological consequences, such as modifying the 
Intertropical Convergence Zone at 10°N in the Pacific, and in eliminating 
all cross-equatorial flow. This seems a small to pay, however, in 
a hemispheric model using nondivergent initial data. 

The procedure does introduce divergence in low latitudes into the 
otherwise nondivergent initial winds. Since this divergence is meteoro­
logically meaningless, the symmetrizing operations eq (6.2)-(6.6) are 
followed by an balancing program in the input code. Three 
operations are involved at each pressure surface: 

a. The wind field between the Equator and 20°N is made nondivergent: 

-+ 
k x vl/J (6. 7) 

where the streamfunction 1J! is determined from the vortici.ty of the just 
symmetrized wind 

the boundary conditions 

e = o: olJ! I 3 >. = 0 
I 

8 = 20°N: o1}!/CJA = [a easel 

( 6. 8) 

(6.9) 

sym]20· (6.10) 

b. The geopotential field between 0 and 20°N is changed to sat 
the linear balance equation 

with the boundary conditions 

e = o: 3¢ /38 new o. 

8 
0 20 N: ¢ = ,~, new 'Ysym 

(6.11) 

(6.12) 

(6.13) 

c. Values of the zonal and meridional velocity components and ¢ at 
0 0 

the Southern Hemisphere latitudes -2.5 , -5 , etc., are set equal to the 
appropriately s;;'mmetrical values from the corresponding Northern Hemi-
sphere latitudes +2. 5°, , etc. 

At this point, the zonal and meridional velocities (a cosG dA/dt) and 
(a d8/dt) on the now symmetrical GLOPEP data set are rotated into the 
stereographic components u and v by use of eq (2.5), (2.6), and (1.10). 
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Each forecast grid array A, B, and C is characterized by its own i 
and j ranges: 

i 1,2, ••. ,IM, 

j 1,2, ... ,JM. 

It also has its own pole coordinates, iH and jp, valid for the H points 
of the Eliassen scheme of figure 2.1. (The determination of ip and jp 
for grids B and C is described in Appendix H.) Each forecast grid array 
is now filled with the variables H, He, Hq, Hu, and Hv as follows: 

a. For each i and j gridpoint, x and y for the H point are equal to 

X = (i (6.1A) 

(n.l'1) 

For the associated Hu (Hv) points with the same i,j subscripts (see 
figure 4.1), eq (6.15) (or (6.14)) is increased by 0.5~. ~in these 
formulae is of course the value appropriate to the grid in question as 
defined in eq (1.7), (1.8), and (1.9). These values of (x,y) define 
the (Greenwich) longitude by means of eq (1.10) and a relation derived 
from (1.5): 

(6.16) 

(6.17) 

b. Using these three pairs of values of (~,0)ij• a modified bilinear 
horizontal im:erpolation on the GLOPEP array is used to get 12 isob.aric 
values of ~. u, and v, and six isobaric values of relative humidity as 
these are needed in steps d, e, f, and g below. A value of surface gee­
potential ~g is also interpolated from the 1° x 1° data set described 
earlier in this chapter. 

c. Current sea surface temperature values and Cressman drag coefficients, 
which are tabulated on a stereographic grid at NMC, are obtained by 
interpolation. 

d. Surface pressure H is determined from ~g and the column of isobaric 
¢ values as follows. Let ¢(p) denote the geopotential in a standard 
atmosphere. When <Pg < ¢ at 85 cb, the analyzed values of ¢ at 100, 85, 
and 70 cb are used to define a quadratic fit of ¢ to f. This quadratic 
is inverted to determine the ¢ appropriate to <Pg, and this (j)(p) is then 
converted into a pressure value. When ¢ is greater than ¢ at 85 cb, 
the same procedure is used with a cubic ~it to f from the analyzed ¢ at 
the tw~ pressure levels whose f is below <Pg and the two pressure levels 
whose ¢ is above ¢g· 
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e. The prescribed ~a values determine pk at the interfaces according 
to eq (1.1). The pressure Pk in the layers is defined in the NGM by 

A 1+1< A I+K 
pk - pk+l (6.18) 

(l+K){pk - pk+l) 

where K = R/c • (See the discussion in Appendix A.) The hydrostatic 
equation can be rewritten, again using (f(p) as the "pressure" variable, 
in the form 

d$ = 1J.E_) - T (p) • 
dl T(p) (6.19) 

This is used to define 11 T 's (£ 1 to 11) located at the 11 ~£values 
midway (in <jl) between the 12 standard pressure surfaces. Pk from eq 
(6.18) is converted to a 1)k value. Then a value Tk i~ assigned to this 
layer, equal to 't=l if wk < <P£=1' equal to 't=ll if <P ~ f£=11' and 
equal to the appropriate weighted mean of 't and '£+l when 
cp£ < <Pk ~ <1>£+1· 'k is converted to Tk by multiplication with T(pk) and 
then multiplied by (H/~k) to give H8k. 

f. The six relative humidity values on GLOPEP are first extended up 
to 5 cb by linearly extrapolating the 30 cb value to zero at 5 cb. 
These are interpolated to the sigma layer pressure values and multiplied 
by the saturation specific humidity appropriate to Pk• Tk· Zero is used 
for q when Pk < 5 cb. Values of q greater than 0.9 of q (saturation) 
are reduced to that value. [See the discussion following eq (4.12).] 

g. After the atmospheric variables H, H8, and Hq have been filled in 
for a grid, the Hu and Hv arrays are filled in. The H values needed 
at the Hu and Hv points are given by the appropriate 2-point average of 
the nearest two H points (figure 2.1) and then are used to give the 
layer pressure values, Pk• Simple vertical interpolation is used to 
get uk and vk. When Pk < 5 cb, uk and vk are set equal to the 5-cb value. 

The meteorological aspect of the initial gridpoint fields determined 
in this way is not completely satisfactory. One obvious bias is the 
interpretation of virtual temperatures as actual temperatures. Other 
defects are not due to the interpolation procedures described above, 
but are inherent in the input global analyses. From experience with 
about 10 cases, they can be summarized as follows: 

1. Although the wind field :t is in satisfactory geostrophic balance 
with <jl, the "cyclostrophic correction," present in the upper troposphere 
in sharp troughs, is weak. 
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2. Sharp jets (over North America where the data are dense) are 
often broader than justified by the data (Phillips 1977). 

3. The detail of the sloping stable layers of strong fronts is 
missing (Phillips 1977). 

4. Low-level inversions are smoothed vertically; temperatures in the 
bottom sigma layers are often too warm by several degrees. This (and 
point 3) is presumably due to reliance on standard pressure geopotentials 
to derive T(p). 

5. The Flattery humidity analyses tend to be too moist in the lower 
troposphere. 

6. It is suspected that the wind analyses at low levels (100 or 85 cb) 
do not adequately reflect frictional effects in the observations. 

An example of forecast sensitivity to analysis is shown in figures 6.1, 
6.2, and 6.3, the East Coast snowstorm of February 1978 (Brown and Olson 
1978). The two 48-hr NGM forecasts shown on figures 6.2 and 6.3 were 
made in a 10-level 2-grid format with grid B centered over North America 
with a horizontal resolution of 198 km at 45°. The forecast in figure 
6.2 used the Flattery initial data as described above. It fails to 
indicate the Cape Hatteras Low shown on figure 6.1. The forecast shown 
in figure 6.3 used the Cressman analysis (that is made for the LFM model) 
instead of the Flattery analysis, in the LFM area. The Hatteras Low is 
now predicted well. The two 48-hr 500-mb forecasts also differed 
noticeably, with the LFM analysis again producing a better result. In 
this case it appears that the 1200B 4 February Flattery analysis had 
too smooth a vorticity pattern at 500 mb and too broad a thermal 
gradient in the Minnesota-James Bay region. 

Output procedures to give forecast grids on constant pressure surfaces 
from the NGM sigma fields are straightforward. The geopotential height 
of an isobaric surface is computed from the ground geopotential ¢ , 
surface pressure H, and sigma layer 8 values, by treating them as the 
equivalent of a (dry) radiosonde ascent. 
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\ 
Figure-6.1.--Sea level verifying chart at 1200 GMT 6 February 1978, 
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Figure 6. 2. --48-hr NGM forecast made from Flattery analysj.s. 
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Figure 6.3.--48-hr NGH forecast made using Cressman (LFM) analysis 
0ver North Arr:erica. 
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CHAPTER VII: HIMALAYAN TREATMENT 

As mentioned in Chapter IV, the combination of steep orography and 
a sharp tropopause rise to errors in the a-coordinate evaluation 
of the horizontal pressure force: 

(7 .1) 

This is a truncation error. Experience with varying horizontal 
resolution in the NGM over the Himalayas has shown that when the hori­
zontal grid increments are not larger than several hundred kilometers, 
it is. vertical truncation error which is most serious. 

The vertical character of this truncation error may be demonstrated 
as follows. For simplicity in this demonstration, we use 

Z = - ln p = - !n[H(l - a)] (7. 2) 

as the vertical pressure coordinate, so that the hydrostatic equation hecomes 

dcj> 
-- = RT 
dZ ' 

(7. 3) 

and the pressure force in the sigma system is 

F = V~ + RT V ln H. (7 .4) 

Consider now the special case of cj> and T varying only with pressure 
(i.e., Z): 

T = T(Z), ~ = cj>(Z), (7. 5) 

so that eq (7.4) should equal zero. 

If the hydrostatic relation eq (7.3) is integrated in a simple second­
order fashion using equal intervals ~Z in Z [i.e., equal intervals in 
!n(l- a)], the result is 

(7 .6) 

The difference in eq (7.4) at levels k+l and k is then 

R 
Fk+l - Fk = 

2 
~z V(Tk + Tk+l) + R(Tk+l - Tk)V 1n H. (7. 7) 

But under the special condition eq (7.5) that T only varies with Z, 

- rdTJ V !n H 
\,dZ k 

(7 .8) 
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(At this point we are ignoring horizontal truncation errors.) 
is 

The result 

(7.9) 

If Tk+l and (dT/dZ)k+l are expanded in a Taylor series about level k, eq 
(7.9) reduces to 

R(liZ) 3 ( d 3TJ 
Fk+l - Fk =- ~2--- ldz3 kv £n H + O(llz4) 

or, alternately, 

R(L'IZ) 2l' (d2T) [d2TJ l - -dz2 k v ~n H + O(t.z3). 
12 dz2 k+l 

(7.11) 

Since Fk should be zero under condition (7.5), this describes the 
vertical truncation error. Eq (7.10) and (7.11) illustrate the 1Nay in 
which large orographic slopes (which give large v tn H) and sharp changes 
in lapse rate combine to create this error. 

The fictitious value of (v¢)p over the Himalayan slopes in the NGM can 
reach values near the tropopause as large as the value associated with 
a geostrophic wind of 10 m/s. These are not in balance with the initial 
windfield and thus create the gravity waves described in Chapter IV. 
Sundqvist (1976) has suggested that the initial ¢ field (actually the 
temperatures) be modified by requiring that the horizontal divergence 
of the right side of eq (7.1) or (7.4) at t = 0 be set equal to the 
horizontal divergence of the left side of those equations after the 
(correct) horizontal vector (v¢)p computed on pressure surfaces has been 
interpolated vertically to values on sigma surfaces. His procedure 
evidently reduces the amplitude of the ensuing gravity waves, but it 
gives rise to large changes in the stratospheric temperature field. 

An alternate method used in the NGM initialization procedure is 
designed to ameliorate only the Himalayan source of these waves. This 
procedure requires the running of a preliminary 24~hr dry forecast on 
grid A. The initial data for this preliminary forecast has no velocities 
and zero specific humidity. Geopotentials everywhere on the input 
GLOPEP data set (Chapter VI) are replaced by 12 horizontally uniform 
values of ¢, each equal to a regional average in the Himalayan area from 
a weather situation typical of the season for which forecasts are to be 
made. 
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A rectangular area (I) is defined on grid A, of size several thousand 
kilometers on a side, and centered over the Himalayas. A larger 
rectangular "buffer" zone (II) of width 1000 km is placed around area I. 
Twenty-four successive 1-hr forecasts are now made on grid A with this 
artificial initial condition. At the end of each hour, the gridpoint 
values outside of the buffer zone are set back to their initial value. 
No change is made to the forecast values in area I, but the forecast 
values in the buffer zone are progressively modified toward the t = 0 
value, proportional to the closeness of the buffer zone gridpoint to 
area I or to the outer boundary of the buffer zone. The forecast for 
the next hour is then made. Gravity waves are sent out by the Himalayas 
in this process, but the repeated reinitialization in the external region 
removes them from the forecast there while allowing the variables in the 
Himalayan region to adjust to the incorrectly computed pressure force. 
The 24-hr forecast changes in He, Hu, Hv, and H in areas I and II of 
this grid A are then saved for reference, and are simply added to the 
grid A initial values whenever a forecast is to be made (in the same 
season) with a model having the same horizontal gridpoint structure of 
grid A (i.e., the same value of NH) and the same vertical distribution 
of a layers. 

Velocity and potential temperature changes as large as 20 m/s and 10° 
are produced in this way over the Himalayan slopes near the tropopause. 
These changes are large enough to be unattractive from the viewpoint 
of forecasting in the Himalayan region, but essentially the same changes 
would occur there during the regular NGM forecast even if this special 
initialization were not done. Outside of the Himalayas, the major 
travelling oscillation from the Himalayas shown on figure 4.1 is reduced 
by a factor of 3 or more.l 

1The nonlinear normal mode initialization procedures being developed by 
Machenhauer {1977), Baer (1977), and Daley (1978) would presumably 
accomplish this balancing more expeditiously and on a global basis for 
all orography. However, it, as well as the Sundqvist treatment and 
the NGM treatment described here, are only palliatives because they do 
not basically reduce the error eq (7.10). 
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CHAPTER VIII: COMPUTATIONAL STABILITY AND TRUNCATION ERROR 

The computational stability of linearized forms of the continuous 
equations given in Chapter II (and their finite-difference equivalents 
in Appendices A-F) can be approached in the usual manner by first 
separating out the vertical variation of the linearized equations. 
In this first step, the linear equations are 

(8 .1) 

=- (8.2) 

(8. 3) 

<1>1 
(8.4) 

-~ - -
<!>k- tJ>k-l = cP H (P\_1 - PRk) [(ek+ ek_1) + K(ek +ek_1)h]. (8.5) 

tj>k, ~k' ek are the perturbations of geopotential, wind, and potential 
temperature, w is dcr/dt, and his the perturbation of 2n(H). Basic 

-- - --1<:-state variables are denoted by H, 8k and Tk = Pk 8k. TWk and PRk are 
the fixed functions of cr defined in Appendix A. The vertical boundary 
conditions are that wk vanish at k = 1 and K + 1. Separation of 
variables is achieved by assuming that tj>k, ek, and h are each equal 
to a function of k times the same function <P(x,y,t), that wk is equal 
to a fun~tion of k times 3<P/3t, and that vk is equal to a function of 
k times V(x,y,t). <P and V are related by the familiar equations 

3t 
\lip - f k XV (8.6) 

(8. 7) 
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c2 is a separation constant, inversely proportional to one of the K 
eigenvalues of the matrix arising from requiring compatibility of 
the four functions of k introduced above with the vertical structure 
of eq (8.1)-(8.5). 1 

Sample results of the vertical eigenvalue problem are shown here 
for a model with 10 layers defined by the ~cr's tabulated in eq (1.4). 
The basic state is a tropical-like atmosphere characterized by a 
surface pressure of 102.5 cb, a surface temperature of 302K, a 
linear decrease of T with (- ~n p) to a tropopause of 191K at 10 cb, 
and a stratosphere in which T increases linearly with (- £n p) to a 
value of 273K at p = 0.09 cb. The 10 values of leT are listed in 
table 8.1, together with the vertical distribution of 

wk = Ei = p oh - H wk 
dt k 3t 

from the eigenvectors associated with each value of c 2 • 

(8.8) 

The well-known decrease of c with increasing number of sign changes 
in the w eigenvectors is clear. The "external gravity" (or "Lamb wave") 
mode has c = 313 m/s, a very reasonable value. Its w varies like p to 
the 0.89 power in the troposphere, somewhat more rapidly than the p to 
the 0.71 power dependence of win the Lamb wave of an infinite isothermal 
atmosphere. At the higher wavenumber end, however, the effect of 
vertical truncation error is pronounced. For example, the lOth mode 
in table 8.1, with its c = 1 m/s, has a tropospheric vertical wave­
length Lz of about 3000 meters. 

1several properties of the matrix may be of interest. 

(a) In the special case of complete adiabatic stratification (Sk =constant), 
there are K-1 multiple eigenvalues c 2 = 0, and the Kth root is c2 = RT • 

. ground The latter agrees with the single discrete eigenvalue that exists 1n 
the continuous adiabatic case. 

(b) If two adjacent layers have equal 0, one solution will have c2 = n. 
Its eigenvector will have a zero value for the surface pressure oerturhation 
(h), and a nonzero w only at the interface located between the tY70 equal tr 
values. 

I have been unable to extend (b) to prove the intuitive exoectation that 
there will be one negative c2 if and only if trk+ < ek for o~e value of k. 
Numerical tests verify this conjecture, but algetraic proof has so far 
eluded me. 
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Table 8.1.--Square root of eigenvalues (lc2 ) in m/s and 
eigenvectors for dp/dt at interfaces of in-
dicated pressure (cb), normalized to a nomi-
nal maximum of 100 for a 10-layer NGM. 
Values of /C7 for a 16-layer model are 

listed in parentheses. 

I;;'L 

p 313 144 54 27 17 11 8 5 3 1 
(313) (168) (62) (39) (26) (17) (12) (9) (7) (6) 

7.2 10 83 -7 3 -2 2 -1 2 -1 -0 

15.2 18 100 28 -41 61 -62 47 -61 17 10 

24.4 28 91 69 -63 28 18 -44 7Q, -55 -16 

35.6 39 75 96 -23 -67 61 3 -67 63 21 

51.2 54 48 100 61 -55 -75 61 31 -69 -32 

66.9 68 20 79 100 58 -37 -93 33 78 55 

78.1 78 +0 55 89 100 67 -17 -92 -54 --88 

87.3 87 -17 32 61 86 100 100 23 -£~0 100 

95.3 94 -31 10 28 45 63 92 100 100 -73 

102.5 100 -44 -9 -4 -2 -1 -1 -1 ·-0 +0 

The simple approximate formula for internal gravity waves 

(8.9) 

where N = g dtn 8/dz 'V 10-4 s-2 , would for this Lz give a value for c 
of about 6 m/s. The table also contains the 10 largest values of ICL 
from a 16-layer model, and demonstrates clearly the slowness of the 
highest order modes of the 10-level results. This excessive smallness 
of c for the high-order internal waves is probably due to the vertical 
averaging of wand e that exists on the r.h.s. of eq (8.2) and (8.5). 

The second mode (c = 144 m/s) is unique in having its largest w value 
near the very cold tropopause located at 100 mb. The associated hori­
zontal velocity eigenfunction has an almost uniform positive value in 
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the eight layers below 15.2 cb, changing suddenly to a large negative 
value in the top two layers of the model. (It is therefore much like 
an internal long gravity wave on the surface of separation between 
two homogeneous incompressible fluids of different densities.) This 
mode has a less extreme structure, however, in basic states having 
warmer tropopause at a lower elevation and a less stable stratosphere. 

The horizontal part of the computational stability problem is 
attacked by applying the Eliassen staggered grid of figure 2.1 and 
the detailed Lax-Wendroff double-step procedure of Appendices B-F to 
the separated eq (8.6) and (8.7). The effect of horizontal advection 
is reincorporated by adding a uniform basic current (u0 ,v0 ) in the 
(x,y) directions, so that a/at in eq (8.6) and (8.7) is replaced by 

_l_ + u
0 

.1_ + v ~ 
at ax o ay • (8.10) 

-+ 
The perturbation variables (u,v) V, and ~ are assumed to have the forms 

upqn = c un 1/Jpq exp(iS/2) 

vpqn c v 1/Jpq exp (iti/2) n 

<Ppqn c 2H n 1/Jpq 

where 

1/Jpq = exp i(ap + Bq). 

p and q have replaced i and j as horizontal gridpoint numbers for 
notational clarity: 

X p~. y = q6, t = nnt, 

and a and 6 are measures of the horizontal wavenumber. 

(8.11) 

(8 .12) 

(8 .13) 

The analysis proceeds exactly as described in Phillips (1962, see 
page 114), except that the half time step advection operation described 
in Appendix E is slightly simpler than the interpolation process 
described in the above reference. The result is that the vector of 
amplitude coefficients 

(8 .14) 

obeys the law 

(~ .. 15) 
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in which the matrix A is defined by 

A= I- 2G(io! +G). 

I is the 3 x 3 identity matrix, and 

The 3 x 3 matrix G is given by 

in which the symbols denote 

F = ft::,t/2, 

W [ • a a + ., a . s, = cr cosx s~n2 cos2 s"'nx cos2 s~n2_~ , 

M = Jl sino./2 

N = Jl sinS/2 
+ 

(u0 ,v0 ) = jv
0

j (cosx, sinx) 

+ cr = lvol 11t/!:1 

Jl c 11t/!:1 

(x is the direction of the basic current.) 

The three eigenvalues of A are, for 9- = 1~ 2, 3: 

A. = 1 -
9, 

2 y 9, (iO + YR,), 

where Y 9. are the eigenvalues of G 

yl = VJ' 

y2 = w - (F2 + M2 + N2)\ 

(F2 + M2 
!,: 

y3 = 1.-J + + N2) 2. 

It is shown in Phillips (1962) how the F2 terms may be ignored in 
assessing the von Neumann computational stability criterion 

lA.! ~ 1 + 0(!:1t). 
· max 
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(8.22) 
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(8.25) 

(8.26) 

(8.27) 

(8.28) 

(8.29) 

(8.30) 



The resulting requirement for stability is that 

(8.31) 

The maximum of W for arbitrary direction x is 
b are defined as 

a(a + b- 2ab), where a and 

a= sin2Ca/2), 

b 

This allows eq (8.31) to be written as 

0 [a+ b - 2ab) + ~( a
2 

+ h
2 

J ~ l. 
Ia + b - ab Ia + b - ab 

(8.32) 

(8. 33) 

(8. 34) 

Separate maximization of the two factors gives the sufficient condition 
a + & !> l. However, numerical exploration of eq (8. 34) as a function 
of a and b shows that the more generous condition 

1 < 1 
(8. 35) For (} < 1 - li: ]..! - 12 , 

For 1 - < (} .::; 1: l-1 .::; 1 - o, (8. 36) 12-

is allowed. This is graphed in figure 8 .1. 

A brief comparison with the Shuman (1962) nsemimomentum" finite­
differencing treatment of eq (8.6), (8. 7) is worth recording. That 
system (?ee also Gerrity 1977, pp. 18-20) leads to linearized finite­
difference solutions of the form exp i(ap + 6q - 8n) where sinee is 
equal to 

o[cosx sina(l-b) + sinx sinS(l-a)] (8. 37) 

for the advective wave, and to the sum of eq (8.37) and 

(8. 38) 

for the gravity waves. 1 Computational stability of this system requires 
]sinej ~ 1 which leads ultimately to 

a + 11 = (c + lv l) llt ~ 1. 
0 llx 

(8.40) 

1computational modes in which -8 is replaced by 8+n are also present due 
to the leapfrog aspect of the Shuman method. 
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This condition is more generous than eq (8.35)-(8.36) for 
c > (1+/2) Jvol (fig. 8.1). 

In application, v in these criteria will be set by the largest c 
value (~313 m/s) and a by the largest expected windspeed, which •~e will 
take as 100 m/s. This combination occurs on the line 1.1 = 3.l3a :ln 
figure 8.1. For the Lax-Wendroff system this intersects with the line 
1.1 = 1/12, so that the effective criterion is determined by 1.1 only: 

!::. !::. 
!::.tLW ~ ~ = 0.71 

2Cmax cmax 

For eq (8.39), the critical value is 

< 313 !::. 
!::.ts - 413 -­

cmax 
0.76 

(8.40) 

(:3.41) 

The extra stability region in the Shuman scheme is therefore of little 
practical significance. 

!::. in these formulas is the horizontal distance increment, equal to 
the finite difference mesh size divided by the map factor m. This 
means that for a hemispheric polar stereographic region, the eff,ective 
!::. is that at the Equator. In the NGM, the uniform ratio !::.t/(mesh size) 
for all three grids means that it is the outer grid A (at the Equator) 
that sets !::.t because it has there the smallest value of (!::.t/distance 
increment) found in the complete NGM grid system. 

An interesting comparison is that of the ratio of the computational 
frequency to the true frequency for the Shuman method and the Lax­
Wendroff method. For this comparison we assume a !::.t equal to 0.9 of 
the maximum values eq (8.40) and (8.41), c = 310 m/s, jv0 j = 25 m/s, 
X= 45°, and equality of the x andy wavenumbers: 

a = B = 2n _ 1 2n!::. _ 2n 1 
N - 12 L- N-" 12 

(V0 is now in the direction of the two-dimensional wavenumber vector.) 
N is the number of grid increments in one wavelength in the x and y 
direction; the number of grid increments in one two-dimensional wave­
length is then N ... = N/1:2. Table 8.2 contains these results. (For 
simplicity, advection and Coriolis force have been ignored in the 
gravity wave formulas.) The advection wave ratios for the two systems 
agree extremely close. The Eliassen staggered Lax-Wendroff system, 
however, does a better job of moving gravity waves--a not-unexpected 
reward for the additional arithmetic it requires. 
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Figure 8.1.--Computational stability diagram. The NGM is stable 
within the truncated triangle; the Shuman scheme is 
stable for the complete triangle. 
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Table 8.2.--Ratio of the computational frequency to the 
true frequency for advective waves and pure 
gravity waves in the Shuman (S) and in the 
Lax-i.Vendroff (LW) schemes. (See text for 

details.) 

Advective Gravitv 
N(N~) s LTtl s LW 

2 (1. 4) 0.000 0.000 0.00(} (),0(}() 

3 (2.1) .103 .104 .104 .55() 

4 (2. 8) . 318 .319 .336 .911 

5 (3. 5) .ll96 .496 .541 .891 

6 (4. 2) .621 .621 .684 .9(}2 

8 (5. 7) .769 .769 .834 .<)30 

10 (7 .1) .846 .847 .899 ,950 

12 (8.5) .891 .891 . 932 .963 

20 (14.1) .960 .960 .977 .985 
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CHAPTER IX: SUMMARY OF RESULTS FROM NGM FORECASTS 

About 10 forecasts out to 48 hr have been made with the NGM and 
have produced the following informative experimental results: 

a. Cross-contour flow 

The original NMC hemispheric operational primitive-equation 
model (the six-level Shuman-Hovermale model) often predicted the iso­
tachs ·of the jet stream on the west side of a trough to cross the geo­
potential contours toward high values in a very unrealistic manner. 
In early 1976 the NGM was applied to a strong example of this phenomenon. 
When done on the grid A format alone (with NH = 30, roughly equal to the 
six-level model's horizontal resolution), the NGM had a similar problem. 
But when a grid B was added to the NGM, the error was eliminated. This 
strong hint that improved horizontal resolution would correct this 
error was a major factor in developing a finer resolution version of 
the hemispheric model at NMC (the seven-level model now in operational 
use). 

b. Locked-in error 

This is a large flow pattern error that often occurs in the NMC 
hemispheric (both six-level and seven-level) models and in the LFM, 
when the initial situation contains a trough over the western United 
States. The 36- and 48-hr forecasts from these models predict the 500-
mb vorticity maximum too far south in the Mississippi valley, with a 
corresponding error in the position of the 1000-mb Low center. Increased 
horizontal resolution in these models has not made major improvements 
in this error.l The NGM has been run on four cases of this nature, with 
excellent results. The most pronounced example of this error found in 
the NGM among these four cases is illustrated in figure 9.1 for the 
case of OOt 19 Nov. 1977. The NGM forecast used here had 10 levels. 
Essentially the same NGM forecast resulted when these 10 levels in the 
NGM were reduced to seven in number, with the seven ~cr's chosen to be 
similar to those of the seven-layer NMC operational model. In a separate 
test, the special Arakawa hydrostatic relation used in the NGM (Appendix 
B) was replaced by a local formula for the geopotential difference 
between layer one and the ground (it being thought that form drag from 
the Rockies might be relevant). This change in the NGM also failed to 
increase the NGM forecast error. These results point toward some subtle 
failing of the horizontal finite differences used in the NMC hemispheric 
and LFM models. 

1A somewhat more substantial reduction in this error has been achieved 
by a fourth-order semi-implicit model (Campana 1977) with a different 
grid structure. 
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9.1.--48-hr 500-mb geopotential field 180-m intervals, QQg 21 November 1977, with 
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c. Effects of finer horizontal resolution 

The NGM and the seven-level hemispheric model participated in 
a test of finer horizontal resolution (Phillips 1978), in which 
48-hr forecasts from the 19 November 1977 case referred to above and 
the case of 12g 9 January 1975 (another locked-in error case) were 
made with varying horizontal resolutions in each model. For the NGM, 
48-hr circulation forecasts with horizontal resolution 99 km at 45° 
differed only slightly from forecasts made with 198-km resolution. 
A slight improvement in precipitation forecasts was achieved with the 
finer resolution, however (figure 9.2). (The seven-level model 
experienced similar small improvements with increased resolution, but 
even at 87-km resolution was inferior to the NGM at 198 km in these 
two locked-in error examples.) 

Search for the cause of errors in the NGM forecasts has often 
uncovered analysis problems. In addition to the six problems discussed 
at the end of Chapter VI, this search has called attention to the 
existence of grossly incorrect satellite-measured ocean water 
temperatures and to the seriousness of the omission of ship air 
temperatures in the data entering the NMC analysis system (Phillips 
1977). 

Operational implementation of the NGM does not appear to be a 
reasonable prospect at this time in spite of the good forecasts it 
produces on grids B (and C). This is because 

(a) The regional model at NMC (the LFM) is now started very early, 
at OlJOg and 13JOg, This is too soon for all Northern Hemisphere data 
to reach NMC. 

(b) The NGM's typical requirement of 36 min of CPU time per 24-hr 
forecast in a two-grid format is twice as large as that needed by the 
LFM. (The NGM requires less I/0 time than the LFM but this is not a 
major factor.) 

Difficulty (a) could of course be circumvented by using the previous 
12-hr hemispheric forecast in regions away from North America (i.e., 
in grid A) in place of an updated analysis, much as the LFM depends 
for its lateral boundary conditions on an earlier hemispheric forecast. 
Unfortunately, however, the double CPU time factor is a major obstacle 
in the current operational schedule at NMC. Computational speed-up 
devices such as pressure-gradient averaging (Brown and Campana 1978), 
semi-implicit time integration (Robert et al. 1972), and split-explicit 
integration (Gadd 1978), all require a fundamentally different finite­
difference structure than that of the NGM, and therefore cannot be used 
to reduce its CPU time. 

The NGM will therefore in the immediate future be primarily an experi­
mental model, with operational use restricted to the possibility of an 
"on-call" model for special weather situations. 
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APPENDIX A 

VERTICAL FUNCTIONS AND THE HYDROSTATIC EQUATION 

In describing the finite-difference equations, the Fortran symbols 
used in the NGM code will be used when possible. Date records trans­
ferred between disk and core during the forecast operation consist of 
units containing all data that have a common j subscript on one grid. 
Only full time step data are transferred in this way, since the fore­
cast codes are written to forecast the half time step and full time 
step variables for one j---value before proceeding to the next. This is 
done in sequence Hj, uj, vj, 6j, qj, followed by the new time step 
values of Hj• Huj-l• Hvj, Hj--a sequence that minimizes internal 
storage requirements set mostly by the horizontal averages involved in 
the turbulent vertical flux terms. This sequential marching in j is 
not recognized, however, in the finite-difference equations as they 
are recorded in Appendixes A-H. 

Certain fixed functions of k only are used by all grids: 

DELk = lHrk 

ESk(= 1-crk)! 

ES
1 

1, 

ESk+l = ESk- DELk (k = l, ••• ,K-1), 

(A.l) 

ESK+l 0. (A. 2) 

(i.e., ES is the conventional "a"= p/H at the interfaces). 

DELKk = ~t/(4~·DELk) 

DELKHk= 0.5 DELKk 

DELlk= At/DELk 

DEL2k= 0.5 DELlk 

The following three functions are used in computing 'IT = pK in the 
layers (times 0.5), pressure in the layers, and a weighting function 
for the layer 1 hydrostatic relation. (Recall that H is the surface 
pressure.) 

PRk(= 0.5 'ITk/HK) 

l+K: l+K 

(A. 3) 

(A.4) 

(A.S) 

(A. fi) 

= ESk - ESk+l (A.7) 
2(l+K)DELk 
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(A.B) 

TWk = [K Tik~crk- ~(1-ok)(nk-1- nk) - ~(1-ok+l)(nk- Tik+l)l/HK 

2KPRkDELk- ESk(PRk-l- PRk)- ESk+l(P~- P~+l). (A. 9) 

In this last formula, PR for k-1 = 0 is by definition equal to PR at 
k = 1. The special definition above of the layer pressure amounts to 
choosing 

(A.lO) 

and is the formula suggested by Brown (1974) and Phillips (1974). It 
has the virtue of assigning the exact dry enthalpy to a sigma layer 
if that layer has an adiabatic stratification. 1 

In the code, geopotential ¢ is computed (and stored) for convenience, 
as a "temperature" $: 

(A.ll) 

including the surface geopotential. Both steps in the Lax-Wendroff 
double time step (see Chapter II and figure 2.1) compute the gee­
potential field 1/! (or 1/!~) from H, 8 (or H ... , 8~) in the same way. 
After HK is computed from H, 0.5 Tik is computed (for a column of 
fixed i,j) by 

K 
Pik(= l:z 1rk) = H P~. 

$ for layer 1 is computed from 
K 

PSI 1 = SPSI + HK L TWk ek 
k=l 

(A.l2) 

(A.l3) 

1Contrary to some early hopes raised in Phillips (1974), this definition 
has not by itself reduced the vertical truncation error in the sigma 
coordinate pressure force over steep orographic slopes. 
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where SPSI = 1flg = ¢g/cp is the ground "geopotential." (When this 
equation is used to get 1}!~ from H~ and e~, SPSI at the cen~er of 
the grid square of figure 2.1 is evaluated as one-quarter of the 
SPSI values summed at the four surrounding H points.) Then, for 
layers k = 2, ... ,K: 

(A.14) 

Equation (A.l4) is an obvious centered approximation to the con­
tinuous hydrostatic eq (2.1). Equation (A.l3), however, is a special 
relation derived by Arakawa (Arakawa and Mintz 1~74). It is dis­
cussed in Appendix B. 
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APPENDIX B 

THE HORIZONTAL PRESSURE FORCE 

Throughout the NGM code, the scale factor m = 2(1 + sin0)-l defined 
in eq (2. 7) is computed directly only at the H points in figure 2.1. 

mij(H point)= 1 + (:a)
2
[(i-ip)2 + (j-jp)2]. 

When m is needed at any of the three other points shown on figure 2.1, 
it is obtained by averaging the H point values. The error is at most 
0.5(~/2a) 2 ~ (2·NH2)-l ~ 1/1700 on grid A, and 1/4 or 1/16 of this on 
grids B or C. 

The x-component of the pressure force in the half time step of eq (2.12) 
is evaluated at the Hv point of figure 2 .1. With 

GUPPij =[c!~t)(mij + mi+ij), (B.l) 

the computation proceeds as 

At the full time step, the x-component of the pressure force in eq (2.17), 
multiplied by ~t, can be rewritten as 

This is evaluated at the Hu position of figure 2.1 using H~, e~, and W~ 
at i,j and i-l,j, with the following sequence. 

'c ~t) 
GUP ij = l~ (mij + mij+l) 

DELXHij = Hlj - Hf-ij 

HPSiijk = Hlj PSiljk 

Sijk = 0.5 PSiljk - K Piljk eljk 

eq (B.3) = GUPiJ.[HPSI1.._1 - HPSil.. + (S. + S. 1)DELXHi] 
1. 1.- jk 
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(B.4) 

(B.5) 

(B. 6) 

(B.7) 

(B.8) 



The y-component of the pressure force in eq (2.13) and (2.18) is 
computed in a completely analogous way, with due attention to the 
staggered variable locations in figure 2.1. 

The special hydrostatic relation eq (A.l3) for layer 1 was derived 
by Arakawa so that the finite-difference forecast system will satisfy 
an analog to the following vertical integral of the continuous pressure 
force: 

H 
- f V$ dp = (B.9) 

0 

the last term of which represents the form drag over variable terrain. 
This may be demonstrated in the present sigma system by evaluating the 
sum of Sin eq (B.8): 

K 

kt (1Jik - K 7fk ek)t.crk. 

If we define sk = 1- crk, so that t.ak = sk- sk+l' the 1jJ sum in 
eq (B.lO) can be written as 

K K 
I 1J!k t.ak = 1Ji1 + I sk<1J!k- 1J!k-l). 

k=l k=2 

Use of eq (A.l3) and (A.14) allows this to be rewritten 

K 

1jig + K k~l 7fk6k8crk 

-~[I (ak+ ak+l)ek- I akcek+ek l)J 
~1 ~2 -

where, for brevity, 

ak vanishes at k K+l (where ~k = 0) and k = 1 (where 1r 0 = 1r 1 by 
definition). All a8 terms now cancel in eq (B.l2), so that 

K 

2kL Skbak = 1Jig 

(B .10) 

(B.ll) 

(B .12) 

and the DELXHi contribution to eq (B.8) yields directly the $gVH term 
of the momentum integral eq (B.9). 
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APPENDIX C 

THE CONTINUITY EQUATION 

It is convenient to define 

as a modified vertical sigma velocity, valid at the interfaces. The 
boundary conditions are 

Wk = 0 at k=l and K+l. 

(C.l) 

(C.2) 

In the half time step, Wk and 3H/3t are computed at the center of the 
grid square in figure 2.1. After a preliminary computation of 

GIU .. 
l.J 

1 
GIViJ' = (m. + m.+l) 

l. l. j 

1 2 
GMC2ij = S(mij + mi+lj + mij+l + mi+lj+l] ' 

the x- and y-mass fluxes 

(
- 1 Hu) 

FXijk - '2ffi = 

(
- 1 Hv:) 

FYijk - ~J GIV .. •HV. 'k 
l.J l.J 

(C. 3) 

(C.4) 

(C.5) 

cc.n) 

(C. 7) 

are first computed. The horizontal mass convergence is then calculated 
in the form 

which is a centered expression valid in the center of the grid square 
of figure 2. 1. 
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The vertical sum of eq (C.8) now gives the analog to eq (2.9): 

K 
DR''.(= t,; 3H) = L CONVi 'k' 

iJ at k=l J 

Following this, H~ at the center of the grid square is given by 

Hfj = ~(Hij + Hi+lj + Hij+l + Hi+ij+l) + (~~)DHfj' 

The final part of the half time step is to compute the W field at the 
interfaces: 

A 

k = 1: wijl 0, 

A 

k 2, ... ,K: Wijk = Wijk-l- DE~-l • DHfj + CONVijk-l' 

A 

k = K+l: WijK+l = 0. 

For the full time step, aH/at and W~ are evaluated at the H points 
of figure 2.1 by the following scheme. First 

and 

(C. 9) 

(C.lO) 

(C.ll) 

(C.l2) 

(C .13) 

(C.l4) 

(C.l5) 

are computed as approximations to H/m at t.he location of the u; and v; 
points of figure 2.1. Mass fluxes in the x- and y-directions at those 
points are then given: 

FHX (= H:) = HDVMXij u~jk 

FHY (= H:) = HDVMYij vtjk' 

The CONV expression in eq (C.8) in this step is evaluated at he H 
point of figure 2.1: 

(C .16) 

(C .17) 

(C.l8) 

DH and w~ are now computed 
time step equivalent of eq 

just as in eq (C.9) 
(C.lO) is 

and (C.l2), but the full 

Hij(t+llt) = H .• ( t) + (~ t) DH . . . lJ D lJ (C.l9) 

- 60 -



APPENDIX D 

THE CORIOLIS FORCE 

The half and full time step Coriolis coefficient f~ and Hf~ in eq 
(2.12), (2.13), (2.16), (2.17), and (2.18) are evaluated first at the 
H points of figure 2.1 in the sequence 

GCORHij (=!.12t 2QH sine)= (2Qllt)(m~.- O.S)Hij 
lJ 

GCORUj (= y!.lt/8a2) = (ll 8~~)(j- jp) 

COR
1
.jk (== Hllt f ... ) == GCORH .. + [ (HU). l + (HU) .1 •GCORUJ. 

2 lJ J- J. ik 

+ f (HV). l + HV.] .k•GCORV1. • " 1- 1 J 

This last expression is used in both the half and full time step. 

(D .1) 

(D.2) 

(D. 3) 

(D.4) 

For the half time step, !.lt/2 times the f ... v and -f ... u in eq (2.12) and 
(2.13) are then given, at the u~ and v... points of figure 2.1, respec­
tively, by 

(D.S) 

and 

- (COR. + COR.+l) u .. k/(H1. 1
• +H. '+l) (D.6) 

J J ik 1J ' 1] 

where v and u are obtained from HV and HU: 2(HV)i'k/(Hi + Hi+l). and 
J J 

For the full time step, lltHf ... v and -lltHf~u in eq (2.17) and (2.18) 
are obtained more simply: 

= (CORJ. + COR.+l). v~. , 
] 1k 1Jk 

= - (COR.+ COR. 
1

) u"' 
1 1+ jk ijk' 

valid at the Hu and Hv points, respectively. 

(D. 7) 

(D .8) 

Alternate forms for these Coriolis terms are possible, but the above 
seem to be satisfactory. 
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APPENDIX E 

THE ADVECTION OPERATOR FOR THE HALF TIME STEP 

The operator A defined in eq (2.11) and used in eq (2.12)-(2.15) 
is combined with the !::,t/2 time extrapolation to give an advected 

:v 
value of h denoted by li: 

fu - ~!:..[ ( ah a h) . ah) 
fi = h - 2 m u 3x + ""a; + a~J . 

'V 
The half time step forecast h~ will equal h plus !::,t/2 times the 
remaining terms on the r.h.s. of eq (2.12)-(2.15): 

h-' = h + l:!.t dh 
2 dt 

(E .1) 

(E.2) 

The evaluation of h is carried out as follows: figure E.l indicates 
the relative location of one of the full time step variables h 

h = (u, v, e, or q) (E.3) 

• 'V 
at the corners of its "own" grid square, and the locat1on of h and h ... 
in the center of the square. (The full time step u, v, e, and q are 
obtained from Hu, Hv, and Hq by division with an appropriate value of 
H.) 

Let A and B denote the following combinations of h at time t in 
layer k for the j-row being forecast [j and k are now implicit until 
eq (E.l3).] 

A. 
1 

~(h + h ) ' 
c. a i 

B. = ~(h - ha) • 
1 c i 

Then h , at point o in layer k at time t is given by 

Now let 

h = A. + A. 
1

• 
1 1+ 

l:!.t 
XIi "-' [; m u, 

f::,t 
ETAi "' T m v, 
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(E.4) 

(E.5) 

(E. 6) 

(E. 7) 

(E. 8) 



j+ 1 (h ). 
Cl 

"' h h 

0 
h' 

(ha)i (hah + 1 

i + 1 

Figure E.l.--Relative location, in a square region of area ~2 of 
the ha and he full time step values, of a variable h 
that is to be forecast at t + ~~t at point 0 in the 
half time step advection operation. 
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represent appropriate estimates of the horizontal particle displacement 
(in units of the grid increment ll) at layer k at point o, that would 
take place in a time llt. (They are constructed as shown below, from 
the values of Hu and Hv at time t in the vicinity of o.) The horizontal 
advection portion of eq (E.l) is evaluated as 

(E.9) 

The vertical advection term in -(llt/2)cr 3h/3cr is evaluated in the 
following way. First let 

(E.lO) 

be a value appropriate to point o at interface k. Then 

is a valid approximation to the desired term at interface k. At k = 1 
and K+l, eq (E.ll) vanishes, and the appropriate layer value of 
-(At/2)a 3h/3cr is 

k=l, •.• ,K. (E.12) 

The displacements XI, ETA that are appropriate to each forecast 
variable in the above scheme are computed at each layer from basic dis­
placements XDIS and YDIS valid at the Hu and Hv locations of figure 2.1. 

XDISijk (m. + mj+l)i 
llt uijk = 

J 411 
(E.l3) 

YDISijk = (m. + m.+l) llt vijk 
~ l • 4!:. J 

(E .14) 

where 

2(HU)
1 
.. k/(H. l +H.) 
J ]+ J i 

(E.lS) 

(E.l6) 

~ ~ 

The interface parameter ZETA is computed from the W of eq (C.l) and 
(C.l2) by means of 

ZDIS . .. k = 
~J (Hij + Hi+lj + Hi+lj+l) 

(E .17) 

It is therefore valid at the center of the grid square of figure 2.1. 
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Table E.l tabulates, for each forecast variable u~, v, a~, and q~, 
the horizontal location of the he and ha points used in eq (E.4) and 
(E.5) to get the Ai and Bi used for forecasting u~, v~, e~, and q~. 
The table also shows the way in which values of XI, ETA, and ZETA at 
the forecast point are computed from the basic quantities XDISij• 
YDISij' and ZDISij• 

XI 

ETA 

ZETA 

Table E.l.--Horizontal identification with respect to 
figure 2.1 of the variables he and ha of 
figure E.l, and the definition of XI, ETA, 
ZETA in terms of the basic displacements 
X = XDIS, Y = YDIS, and Z = ZDIS. 

Forecast variable 

u .. 1 1]-

z + z .. 1 ij 1J-

v. 1' 1- J 

2X •• 
1J 

O.S(Yi-lj+Yij+Yi-lj+l 

+Yij+l) 
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e:-. (and 
1J ~ ' 

q ij) 

8ij+l(qij+l) 

y .. +Y. '+1 1] 1] 

2Z .. 
1J 



APPENDIX F 

THE FLUX OPERATOR FOR THE FULL TIME STEP 

The operation -~t times the B(Hh) appearing in eq (2.17)-(2 .. 20) is 
evaluated using the half time step variables H", u", v", e", and q-". 
The two mass fluxes 

H"u"' 
FHX •• k ""--lJ m 

(F.l) 

H"v" 
FHY. 'k ""--l.J m 

(F.2) 

previously used in the full time step continuity equation (C.l8) are 
used again, together with the full time step vertical velocity W". The 
latter is valid at the H point of figure 2.1, while eq (F.l) and (F.2) 
are valid at the u" and v" points in that diagram. 

For each variable, h, horizontal fluxes equivalent to 2h(Hu/m) and 
2h(Hv/m) are computed for each layer k: 

FXUij :::: (u ~ FHX. 
J J + uJ+l FHXj+l)i' (F. 3) 

FYUij O.S(uf + uf 1) (FHY. l + FHY.) , 
- j J- J i 

(F.4) 

FXVij = O.S(vj + vj_1)i (FHXi + FHXi-l)j' (F.S) 

FYVij = (v iFHYi+ v f+l FHYi+l) j, (F. 6) 

FXQij = (q"' + q"' ) FHX
1
., (F. 7) 

j j-1 i J 

FYQij (q~ + q~~l). FHY ..• (F. 8) 
] 1] 

(He is treated completely parallel to Hq and therefore need not be 
re.corded here.) These six flux measures are valid, respectively, at 
the H .. , H, H, H", Hv, and Hu points of figure 2.1. 

A vertical flux ('V26Hoh) is defined for all variables at the inter­
faces, at the H points of figure 2.1. This requires averaging of h .. 
in layers k and k-1. 

A A 

FZUijk "" Wijk !z[uik + uf-lk + uik-1 + uf-lk-1] j' 

FZV. 'k = W" 1 [ .. + .. + .. + .. J 
l.J ~ vjk vj-lk vjk-1 vj-1k-1 i' 

+ qfjk-1 + qf-ljk-1+ qf_i-lk-1+ qf-lj-lk-·1] • 
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The full time step advection change o(Hh) in the variable Hh from t 
to t+~t is given by -~tB(Hh). In terms of the above fluxes, this is 

o (HU) ijk = (~~) (mj + mj+1) z [FXUi-l- FXT\)j + (FYUj- FYUj+l)i]k 

+ DELKk[(FZUJ.+ FZU ) - (FZU.+ FZU. l)k 1 , 
j+l k J ]+ +1- i 

. (~t~ 2 
o(HQ)ijk = z~Jmij[(FXQi-1- FXQi)j + (FYQj-1- FYOj)i]k 

+ DELKHk(FZQk- FZQk+l) .. , 
l.l 

where DELKk and DELHk are defined in eq (A.3) and (A.4). 

(F .12) 

(F .13) 

(F.l4) 

The above changes (including that for He) are added to (Hh) at time 
step t, together with ~t times the remaining terms on the r.h.s. of eq 
(2.171-(2.20) to give (Hh) at time step t+~t. [Note, however, that 
o(BQ) can be adjusted in the moist convection process described in 
Chapter IV.] 
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APPENDIX G 

NUMERICAL EVALUATION OF THE TURBULENT VERTICAL FLUXES 

The exchange coefficients described in Chapter III are evaluated 
only at the H points of figure 2.1 and from the full time step 
variables. 

For F1 in eq (3.2), l~anl is computed by the formula 

~EM[(HU. + HU._1) 2 + (HV. + HV. )2] 
ij J J i 1 1-l j k=l (G.l) 

where, as mentioned in Chapter III, a value of 0.8 has proved satis­
factory for ANEM. 

For the interior Fk defined in eq (3.5), we first express the 
Richardson number at interface k as 

Ri = (gdtn8/dz)/(d~/dz) 2 

=- cp(d8/dtr)/(dv/drr) 2 

Cp(6k- 6k-l)(rrk-1- rrk) 
!::: 

(~k - ~k-1) 2 

(G. 2) 

by using the hydrostatic relation gdz = - cp8drr. The rr difference in 
eq (G.2) is expressed as 2HK(p~-l - PRk)' according to eq (A.7). 
The denominator is evaluated as 

(G. 3) 

where USHR and VSHR are constructed from the full time step U and V 
values by horizontal averaging 

USHR = !.z[ (Ui + Uj-l)k -

VSHR = !.z [ (V. + V. 
1

) -
1 1- k 

(U. + U. 1) ] , 
J J- k-l"i 

(Vi+ V. 1) ] ., 
1 - k-1 1 

(G. 4) 

(G.S) 

(The small added term 1 in eq (G.3) is used to avoid the possibility 
of computational "overflow" when the shear happens to be extremely 
small.) 
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The frictional effects in the x and y directions are expressed as 
lit times the frictional accelerations: 

= lit d(Fu) 
dC1 

= litd(Fv) 
dC1 

(G.6) 

(G. 7) 

They are evaluated only at the beginning of the time step, FRX at the 
Hu point of figure 2.1, and FRY at the Hv point. This requires hori­
zontal averaging of the exchange coefficients, 

~ 

~CFj 
~ 

Fijk (for FRX) = + Fi+l)ik' (G.8) 

A 

k; CF. F-i+l)jk' Fijk (for FRY) = + (G,9) - J. 

With these definitions of F understooa, ver~J.cal tluxes are computea 
at the surface and at the higher interfaces k=2, •.• ,K according to 
the scheme 

" 
FUijl F 1 (u ) .. 

an :tJ 
(G.lO) 

A 

Fk(uk- uk-1) .. FUijk (G.ll) 
l.J 

~ 

F 1 (van\j FVijl = (G.l2) 

" A 

FVijk Fk(Vk - Vk-l)ijc (G.l3) 

They vanish at k = K+l. Uan and van are not only reduced by the factor 
ANEM from u and v in layer 1, they are rotated by 22.5°, as described 
in Chapter III. The frictional effects for one time step at the Hu 
and Hv points are now given by 

FRXijk = DELlk(FUk+l FUk) .. , (G.l4) 
l.J 

FRYijk = DELlk(FVk+l FVk) (G.l5) 
ij 

and are valid at the Hu and Hv points, respectively, in figure 2.1. 
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The turbulent terms in eq (2.14), (2.15), and (2.19), (2.20) are 
computed at the H points, using the full time step variables. At the 
ocean surfaces, the surface fluxes are 

Fl(~lel - T ) water 

F 1 (ql - ~ater) · 

Over land these are replaced by zero, since they depend on the heat 
balance of the soil, and this cannot be computed in the absence of 
radiation fluxes. At higher interfaces (over land and ocean), 

A 

Fk(ek- 8k-l)' 

Fk(qk- qk-1). 

(ri.l6) 

(li.l7) 

(G.lR) 

(G.l9) 

Following this, the full time step effects are expressed in the forms 

_ DEL2k , 
HTGDRYk- -(---·) (FTk+l- Frk), 

0.51Tk 

QTRBk = DEL1k(F0k+l- FQk). 
A 

(Recall that F = 0.) 
K+l 

The four turbulence terms eq (G.l4), (G.l5), (G.20), and (G.21) 
represent this effect from time t to t+~t, and have 
using the variables at time t. They are used in the 
equations for the half time step by adding, for each 
their value to the advected variable value described 
This requires horizontal averaging. Thus, 

1 
-8 [FRX .. + FRX.+l. + FRX .. l + FRX.+l' 1J . ~J 1 -J 11- 1. J- k' 

1 
a[FRY. . + FRY. 1 . + FRY. '+l + FRY. l .+11 , 

~J ~- J l.J 1- J "k 

been computed 
prediction 
layer k, half 
in Appendix E. 

l 
·a[HTGDRYii + HTGDRYi+lj + liTGDRY ij+l + HTiiDRV i+ll'+ll , . k 

and 

(G.20) 

(rC..21) 

(G.22) 

(ri.23) 

(G.24) 

(r:. 25) 

are added in the computation of u~, v~, e~, and q~ at the half time 
step. For the full time step, horizontal averaging is not needed except 
for some of the H multipliers: J-..2(H. + H.+

1
)i FRXij' J-..2(H. + H.+l). 

FRYij• Hij~HTGDRYij' and HijQTRBij Jare JJ..mply added in the c~mputation 
of Hu, Hv, H8, and Hq at t+Zlt. 
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APPENDIX H 

GRID LOCATION, OVERLAPPING, AND BOUNDARY INTERPOLATION 

The two-way grid interpolation process indicated by the three 
asterisks on figure 1.3 is designed so that interpolated values for 
the lateral boundaries of a fine grid are obtained only from forecast 
values (as opposed to interpolated values) on the surrounding coarser 
grid. (Interpolation is only done at the full time step, since the 
half time step values in the Lax-Wendroff process are only derived 
quantities.) Similarly, the interior boundary values on that coarser 
grid (which are located near the outer boundaries of the fine grid) 
are renewed by interpolation from the fine grid without using the 
interpolated outer gridpoint data on that fine grid. These requirements 
set a lower limit to the amount by which the two grids "overlap." At 
the same time, computational efficiency requires that this overlap be 
small. (A largely intuitive feeling that unnecessary overlap would be 
detrimental also argues for minimizing the overlap.) 

A critical point in deciding the minimum overlap is the number of 
surrounding gridpoints (on any grid) that are required to advance each 
of the variables H, Hu, Hv, H8, and Hq at one gridpoint a complete Lax­
Wendroff step from t to t+~t. A careful examination of the complete set 
of finite-difference equations listed in Appendixes A-G results in the 
three diagrams of figure H.l. 1 

The upper part of figure H.2 illustrates the effect of figure H.l on 
the full time step forecast variables [denoted simply by H, V, and U 
in place of (H, H8, Hq), Hv, and Hu] along a grid row of constant j 
subscript (see figs. 2.1 and H.2). If all plotted variables in this 
diagram at time step n are available, but none are available to the left, 
the boundary of valid forecast data moves to the right at later time 
steps, as shown by the heavy curve. From this it follows that if the 
diagram refers to the left boundary of a fine grid (which according to 
fig. 1.3 is replenished every two time steps), it will be necessary to 
replenish at n+2 the four leftmost V values and the three leftmost U 
and H values by interpolation. On the other hand, if the diagram refers 
to a coarse grid set of variables on a j-row that intersects an inner 
fine grid lying to the left of the diagram, interpolation is performed 
every time step. Therefore, only the two leftmost V's and the single 
leftmost U and H shown there need be replenished in the interior of the 
coarse grid. Similar arguments are readily made for the loss of valid 
data in successive time steps at a rightmost grid boundary and at the 
"top" and "bottom11 of a column of constant i subscript. 

1The horizontal averaging used in eq (D.5)-(D.8), (G.l)-(G.5), and 
(G.22)-(G.25) account for the outermost influencepoints in this figure. 
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u u u 

Figure H.l.--Neighboring data points needed to make one complete 
Lax-Wendroff time step for the central variable 
enclosed in a circle. The symbols H, U, V represent 
the full time step variables (H, He, Hq), Hu, and Hv. 
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Figure H.2.--(Top) Progression to the right (+x) at successive full time steps of the left edge of valid data. 
(Bottom) Location of left edge of a fine grid relative to surrounding coarse grid. Variables 
in ( ) are interpolated from the other grid. 



The interpolation process used is that of bilinear interpolation 
(Phillips 1962). Let i* and j* define the (noninteger) location of a 
point for which an interpolated value of a variable h is desired, and 
let this point be located in the grid square of h values identified 
by having i and j at its lower left corner: 

0 $ (i*- i) - X < 1 
(H.l) 

0 .$. (j*- j) - y < 1. 

The bilinear interpolation formula for the variable h is 

h(i1c,j*) = (1-X) (1-Y)hij + X(l-Y)hi+lj + Y(l-X)hij+l + XYhi+lj+l' (H.2) 

The lower diagram of figure H.2 can now be constructed. It shows 
that location (in the x-direction) of the leftmost edge of a fine grid 
with respect to the points of the surrounding coarse grid which 
m1n1m1zes the overlap, but allows the parenthesized quantities on 
each grid to be obtained from the other by means of eq (H.2). 

These arguments can be extended to the right, top, and bottom 
boundaries of the fine grid, and the result is given in figure H.3. 
The intersections of the lines on this figure represent the (H, He, Hq) 
points of a fine grid having ~ = jm = 23. The plotted lower case 
characters h, u, and v show the complete set of grid variables 
(H, H6, Hq), HU, and HV which are obtained by interpolation from the 
coarse grid. The plotted upper case characters H, U, and V denote 
the complete set of coarse grid "internal boundary" variables (H, He, 
Hq), HU, and HV that are obtained by interpolation from the fine grid. 

On the fine grid of figure H.3, all variables interior to the 
interpolated (i.e., plotted) values are forecast every time step in 
cycle steps 1-6 of figure 3. In cycle steps 1, 3, and 4, the two 
innermost rings of each plotted symbol are also forecast. 1 (Figure 
H.3 does not show h and u values for i=l, nor h and v values for j=l. 
For simplicity these are "stored" in the data arrays, but are not used 
in the computations.) 

On the coarse grid of figure H.3, a forecast is made in the cycle 
steps 3, 6, and 7 of figure 1.3 for all variables outside the rings 
of plotted H, V, U symbols on that figure (subject, of course:, to any 
outer boundary interpolation point limitations for grid B and the 
equatorial conditions for grid A). In the interest of efficiency, 

lAll grid point values on a fine grid could be forecast, since any "junk" 
produced thereby at outer points is prevented by the interpolation process 
from contaminating the meaningful interior values. In the interest of 
efficiency, however, the NGM code omits making computations which are 
easily recognized as meaningless. 
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Figure H.3.--A sample fine grid. The lower case letters h, u, v show the 
grid points for which data is obtained every second time step 
by interpolation from the coarse grid. The upper case symbols 
are the complete set of coarse grid point values obtained by 
interpolation at each time step of the coarse grid. 
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the NGM code does not make computations in the "hole" of a coarser 
grid that exists whenever the next finer grid is present, such as the 
(unplatted) H, U, V points interior to the plotted H, U, V points on 
figure H.3. (This is accomplished by means of variable limits for "D011 

loops on the index i and "IF" tests on the j-index. The irregular 
equatorial limits of the grid A forecast points (Appendix I) are also 
treated with variable DO loop limits on i. CPU time was reduced by 
about 15 percent through this special DO-loop procedure.) 

The grids on figure H.3 are located so that H, U, and V of the 
coarse grid are each located in the center of a fine mesh H-point grid 
square. The i subscript assigned to the two coarse grid columns of 
interpolated (H,U) values and the j subscript of the two coarse grid 
rows of interpolated (H,V) values are identified by four numbers: 

IA, IB: JA, JB. 

Let the fine grid have i and j ranges 

j = 1, ; . 
-'m 

Both im and jm must be odd integers. Let this fine grid have the 
North Pole coordinates (for its H points): 

(These will not be integers.) 
location for the coarse grid. 

Let IP, Jp denote the (known) pole 
Then two 1ntegers, 

ISUM = IA + IB, 

JSUM JA + JB, 

(H. 3) 

(H.4) 

(H.S) 

(H.6) 

(H. 7) 

are sufficient, given also the overall (odd) dimensions im, jm of the 
fine grid and the pole location IP' Jp of the coarse grid, to determine 
the six numbers 

IA, IB, JA, JB; ip, jp . (H. 8) 

The location of the interior boundary points of the coarse grid and 
the location of the entire fine mesh is thereby fixed. 
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The arithmetic for this is as follows. (It is of course based on 
the ratio of 2 between the two grid resolutions.) 

IA = (2·ISU}1 + 13 - ~)/4 

IB = (2•ISLTM - 13 + im)/4 

JA (2•JSUM + 13 - 5m)/lf 

JB (2 • JSLTM - 13 + 1m) /4 

ip 0.5 im + 1 + 2Ip ISUM 

jp = 0.5 jm + 1 + 2Jp - JSUM. 

(H. 9) 

(H .10) 

(H.ll) 

(B .12) 

(H.l3) 

(H .14) 

For (H.9) (H.l2) to have integer values, ISUM must be even or odd 
according as ~(im-1) is even or odd, and JSUM must be even or odd 
according as ~(jm-1) is even or odd. 

Another restriction arises from the separation of JA from JB. A 
requirement that (IB-IA) and (JB-JA) must be at least equal to 2 
leads to the restrictions 

~ 2: 17, jm.;;: 17, (H.l5) 

on the horizontal dimensions of grids B and C. 

IA, IB, JA, JB must also satisfy the condition that they are 
sufficiently removed from the outer boundaries of the coarse grid 
that there is a sufficiently wide ring of forecast values on the 
coarse grid to allow interpolation of the complete outer rings of 
fine mesh variables plotted on figure H.3. For grid B this leads to 
the following condition on its IA, IB, JA, JB values: 

IA > 9, IB ~ Im - 7 

JA 2: 9, JB<J -7· m 

(H.l6) 

For grid B, eq (H.l6) has been of practical consequence only with 
respect to JA, when it has been desirable to locate the bottom row 
j=l of grid C as close as possible to the bottom of grid B (so that 
grid C can include all of Mexico, for example). 

The equivalent of eq (H.l6) for grid A is more complicated, since 
the outer forecast boundary of grid A is not a rectangle (see Appendix 
I). However, the forecast gridpoints for each forecast variable on 
grid A extend far enough south of the Equator so that the Northern 
Hemisphere is completely covered by forecast grid squares for that 
variable. A sufficient test that all outer boundary interpolated 
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points of grid B (the lower case letters on figure H.3) can be obtained 
properly from grid A is therefore that the eight corner u and v points 
on that figure be in the Northern Hemisphere. The conditions are that 
the eight quantities: (9,2 + 9,2) (22 + 9..2) (9..2 + 11,2) (!!.2 + 9..2) 

1 2 ' '< 4 ' 5 2 ' 6 If ' 

(9..~ + 1~), (1~ + 1~), (1~ + 9..~), (9..~ + 1:) are all less than 

(2NH + 1) 2 , where 

9,1 = ip 2 

12 = j - 1.5 p 

9,3 = ip 1.5 

9..4 -1 2 .Jp 

£5 im ip 

16 = im+ .5 ip 

9.,7 = jm + .5 - j p 

! j - jp 8 m 

and ip, jp, im, and jm are the values for grid B. 

The interpolation of inner boundary data at the new time step for 
grid A (or B) takes place as successive j-rows of grids B (or C) are 
forecast for the new time step during the cycle step 6 (or 2 and 5) 
for grid B (or C) of figure 1.3 and stored in core for later use. 

(H.17) 

The interpolation of outer boundary data for grid B (or C) takes place 
similarly during cycle step 7 (or 3 and 6) when the surrounding coarse 
grid data are in core. The complete bottom rows j = 1,2,3,4 and top 
rows j -2, j -1, and j are written at once on the disk file of updated 
j-rowsmfor g~id B (or mC), while the remaining outer boundary data on 
the fine grid of figure H. 3 are accumulated temporarily in r:O'Ce in a 
special format. The latter outer boundary data are inserted in each 
appropriate j row of initial data of grids C and B after the latter 
are read into core during cycle steps 1, 4, and 6. The inner boundary 
data are similarly inserted into each j row of initial data in cycle 
steps 3, 6, and 7. 

A dummy time cycle of the forecast code using ~t = 0 ()::mt doing all 
boundary interpolations and insertions) is invoked at the beginning 
and end of each forecast run. This ensures that all variable arrays 
are completely filled out with updated boundary values. 
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APPENDIX I 

EQUATORIAL CONDITIONS FOR GRID A 

These are based on the symmetry conditions eq (1.12), but suitably 
transformed in the case of the stereographic velocity components 
eq (2.5) and (2.6). Let the subscripts define a variable desired 
at the point with latitude -e, longitude A; let subscript n define the 
same quantity at the Northern Hemisphere "image point" with latitude 
+8 and longitude A. Then the stereographic velocity components 
satisfy the following symmetry conditions: 

us -un cos2:\ vn sin21t, (I.l) 

vs vn cos2A - un sin2A. (I. 2) 

The even variables H, He, Hq obey the simpler law 

hs = hn, (1.3) 

and eq (1.1) and (1.2) therefore apply equally well to the products 
Hu and Hv. 

A subroutine in the NGM input program examines the grid A structure 
defined by eq (1.5), (1.6), and (1.7) separately for the staggered 
H, Hu, and Hv variables of figure 2.1. It maps out for each of these 
variable types the collection of i,j points on grid A that forms a 
connected array of grid squares that minimally, but completely, cover 
the entire Northern Hemisphere. These define the outer limits of the 
grid A forecast points. After the subroutine has done this for each 
of H, Hu, and Hv, the three influence diagrams of figure H.l are used 
to establish how far in the Southern Hemisphere beyond the above 
forecast domains, values of H, Hu, Hv, etc., are needed to allow a 
one time step forecast for the outermost forecast points, This defines 
a ring of grid A outer interpolation points in the Southern Hemisphere. 

This results in 12 tables of i-limits giving, for each j=l, ... ,(2NH+6) 
(and each of the three variable types), the i-values for the first 
interpolation point, the first forecast point, the last forecast point, 
and the last interpolated point for that variable on that j row of 
grid A. 

These numbers are of course useful in the forecast code, but they are 
also used in the final operation shown on figure 1.3, the replenishment 
of the outer grid points of grid A. 
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If i,j is a grid A interpolation point in the Southern Hemisphere, 
the coordinates i*,j* of its image point in the Northern Hemisphere 
are readily derivable from eq (1.5). For H, He, and Hq these are 

where 

i* = NH + 4 + (NH + .5)2x 
x2 + y2 

(NH + .5) 2Y 
j* = NI1 + 4 + xz + yz 

X i- (NH + 4), 

y = j (NH + 4). 

(I.4) 

(1.5) 

(I. 6) 

(I. 7) 

The Northern Hemisphere values on the right sides of eq (I.l)-(1.3) are 
then obtained by a bilinear horizontal interpolation procedure identical 
with eq (H.l) and (H.2). Additions of 0.5 to eq (1.6) or (1.7) and 
subtractions from eq (1.4) or (1.5) must be made appropriately according 
to the staggered locations shown in figure 2.1 when using eq (1.1) and 
(I. 2). 

This equatorial boundary procedure has been very well-behaved from a 
numerical point of view. 
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