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ABSTRACT

A generalized form of the second-order van Leer transport scheme is derived. Several constraints to the implied
subgrid linear distribution are discussed. A very simple positive-definite scheme can be derived directly from
the generalized form. A monotonic version of the scheme is applied to the Goddard Laboratory for Atmospheres
(GLA) general circulation model (GCM) for the moisture transport calculations, replacing the original fourth-
order center-differencing scheme. Comparisons with the original scheme are made in idealized tests as well as
in a summer climate simulation using the full GLA GCM. A distinct advantage of the monotonic transport
scheme is its ability to transport sharp gradients without producing spurious oscillations and unphysical negative
mixing ratio. Within the context of low-resolution climate simulations, the aforementioned characteristics are
demonstrated to be very beneficial in regions where cumulus convection is active. The model-produced precip-
itation pattern using the new transport scheme is more coherently organized both in time and in space, and
correlates better with observations. The side effect of the filling algorithm used in conjunction with the original
scheme is also discussed, in the context of idealized tests.

The major weakness of the proposed transport scheme with a local monotonic constraint is its substantial

implicit diffusion at low resolution. Alternative constraints are discussed to counter this problem.

1. Introduction

Monotonic upstream-biased transport schemes have
received greater attention among mesoscale modelers.
Application of monotonic schemes such as Smolar-
kiewicz’s scheme (Smolarkiewicz and Grabowski
1990), Multidimensional flux-corrected transport (Za-
lesak 1979) by Xue and Thorpe (1991), and van Leer’s
scheme (van Leer 1977 and 1979) and its variant piece-
wise parabolic method (PPM), (Colella and Wood-
ward 1984) by Carpenter et al. (1990) to mesoscale
problems are in general very successful. The upstream
Lagrangian nature of these schemes implies that they
are generally diffusive. The imposed monotonic con-
straint further prevents overshoots and undershoots
from developing, and consequently, no spurious oscil-
lations can occur, and the positive definiteness of the
transported constituent is automatically maintained.
These schemes can be applied to scalars only ( potential
temperature and water substances) (Xue and Thorpe
1991) or to all prognostic variables (Carpenter et al.
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1990; Smolarkiewicz and Margolin 1993). In this pa-
per, we will study their application to passive scalars
in a 3D global model, with water substances particu-
larly in mind.

Most of the published monotonic transport
schemes are formulated for the local Cartesian co-
ordinate in finite-difference form. Due to the singular
nature of the spherical coordinate system near poles,
implementation of these schemes in a 3D global
model is not straightforward and is often impractical.
Semi-Lagrangian advection schemes formulated spe-
cifically for the spherical geometry (e.g., Williamson
and Rasch 1989; Smolarkiewicz and Rasch 1991) are
very efficient when large time steps can be taken, but
this advantage is partially lost when coupled to an
Eulerian model (Williamson 1990; Rasch and Wil-
liamson 1991), and the nonconservation of total
mass could potentially become a problem for long-
term climate simulations. Smolarkiewicz’s multidi-
mensional scheme (Smolarkiewicz 1984; Smolar-
kiewicz and Grabowski 1990; Smolarkiewicz and
Rasch 1991) formulated on the sphere is conserva-
tive. Unfortunately, the largest time step allowed is
limited by a very small grid size in the zonal direction
near the poles, and the lower-order scheme is diffu-
sive, whereas the less diffusive higher-order version
is expensive as compared to its nonconservative
semi-Lagrangian counterpart (Smolarkiewicz and
Rasch 1991).
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A different approach was taken by Allen et al. (1991,
ADRG hereafter). Instead of taking the semi-Lagran-
gian approach to overcome the pole problem, a strictly
1D van Leer scheme is applied to perform the 3D
global transport of ozone by means of time splitting.
Their implementation of a second-order van Leer
scheme is simple and efficient. There is no need for an
explicit “‘spatial filter’” (or as sometimes called ‘‘sub-
grid-scale turbulence parameterization’’) to account
for numerical deficiencies and a filling algorithm to
eliminate negative mixing ratio. Consequently, the
monotone scheme is able to maintain a better constit-
uent correlation as compared to the global spectral
method. Zonal transport at high latitudes is split in time
to satisfy local Courant—Friedrichs—Lewy (CFL) con-
dition. The large time step applied at low latitudes and
in other spatial directions is therefore comparable to
that of a global spectral model at comparable resolu-
tion.

Thuburn (1993) obtained very encouraging results
using a van Leer—type scheme for the vertical transport
in a global circulation model. Williamson (1990) and
Rasch and Williamson (1991) applied the 3D shape-
preserving semi-Lagrangian scheme to global spectral
models for moisture transport with also very positive
results. Since the time step is still limited by the Eu-
lerian model dynamics and only one variable is pre-
dicted, the semi-Lagrangian approach is not very effi-
cient. As previously mentioned, a potential problem
with traditional semi-Lagrangian advection schemes is
that total moisture (mass) is not conserved. As studied
by Takacs (1988) and discussed by Rasch and Wil-
liamson (1991), an a posteriori procedure to restore
conservation properties is not likely to improve the
overall accuracy. On the other hand, a van Leer—type
scheme can be viewed as a conservative 1D Lagrangian
scheme (Colella and Woodward 1984) and, indeed,
can be formulated as such. To apply a van Leer—type
scheme to the moisture transport in a general circula-
tion model (GCM) with an explicit time integration
scheme, the simpler Eulerian approach of ADRG
should be chosen. That is, instead of a Lagrangian for-
mulation in the zonal direction, we shall apply time
splitting at high latitudes to alleviate the time-step re-
striction associated with the converging meridians. In
practice, as discussed in section 2, the overhead asso-
ciated with this time-splitting approach is very small.
Although it is known that time or directional splitting
could introduce additional errors (see, for example,
Smolarkiewicz 1984 ), this error is scheme dependent,
and van Leer—type schemes (including PPM) have not
been known to be susceptible to this error in multidi-
mensional simulations. [See the discussion in Carpen-
ter et al. (1990) and the review article by Woodward
and Colella (1984).] For the Goddard Laboratory for
Atmospheres (GLA) GCM, which uses an explicit time
integration scheme (leapfrog or Matsuno), the time
step is limited by the fastest propagating wave in the
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system, not just the largest advection speed. 1t is there-
fore necessary to apply a polar filter to tendency terms
of all prognostic variables (zonal and meridional mo-
mentum, surface pressure, potential temperature, and
water vapor mixing ratio). When moisture transport is
replaced by van Leer’s scheme, there is no need for
polar filtering, which would introduce error of its own.
[See Takacs and Balgovind (1983) for a discussion on
the side effects of the polar filter.] Since the integration
time step is relatively small in an explicit gridpoint
model, such as the GLA GCM, time and directional
splitting error in the moisture transport using van Leer’s
scheme is expected to be negligibly small compared to
other time and space truncation errors in the model. The
need to perform time and/or directional splitting with
a van Leer—type scheme is therefore not necessarily a
drawback.

It is demonstrated in this study that, despite the
strong coupling between the moisture field and other
dynamic variables through parameterized moist pro-
cesses (i.e., cumulus convection, evaporation, and
large-scale condensation), a van Leer—type monotonic
scheme can be advantageously used for the moisture
transport in a GCM. We accomplish this by simply re-
placing the original finite-difference code in the GLA
GCM for water vapor transport with a second-order van
Leer’s scheme. All filters previously applied to the
moisture field except vertical turbulent fluxes, which
include the flux of the water vapor (due to evaporation)
from the earth’s surface, are removed. Owing to the
use of a more relaxed monotonic constraint, this im-
plementation of van Leer’s transport scheme is less dif-
fusive and therefore more accurate than that of ADRG
for their ozone transport calculations. In addition, the
unnecessary well-mixed polar caps assumption is re-
moved. Unlike the implementation of ADRG, the ver-
tical velocity calculation in the original code does not
need to be modified to ensure mass conservation.

The organization of this paper is as follows. A gen-
eralized form of the van Leer scheme is derived in sec-
tion 2. Positive-definite-only or truly monotonic
schemes are derived directly from this general form.
Implementation of the scheme on the sphere is also
given there. Idealized tests as well as a comparison in
full GCM simulations are presented in section 3; these
are followed by summary and concluding remarks in
the final section.

2. A class of the van Leer—type schemes and its
implementation to a GCM

We shall consider the general formulation of the
transport (advection) of the density. distribution of a
scalar in one spatial direction with variable resolution.
Transport in multidimensions is achieved by alternating
directional splitting. We define ®,.,,, as the mean (in
space) density inside the cell bounded by x; and x;.,.
It is assumed that the subgrid distribution of @ is linear.
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FiG. 1. Subgrid linear distribution of the second-order van Leer scheme. The cell averages are
denoted by black dots. Mismatch is defined as the difference between right and left edges of a

cell.

Given the ‘‘mismatch’ A®,,;,, (the difference be-
tween ® at right and left edges of a cell, see Fig. 1)
and the mean ®,,,,,, the subgrid distribution between
x; and x;,, is uniquely defined. It is important to note
that the subgrid density distribution does not need to
be continuous across cell boundaries.

We shall consider only formulation in the Eulerian
space. Assuming that the Courant number (C = UAt#/
Ax) is less than unity everywhere, the original distri-
bution is transported downstream one time step At, as
illustrated in Fig. 2 (a and b, for U; = 0 and U; < 0,

respectively ). From mass conservation, we obtain the
following discretized flux form representation of the
transport equation for the cell-average density distri-
bution:

At
M2 = ®hap — 7 [FLUX 41y — FLUX ],
AXisaz
(1a)

where FLUX;, is the time rate of mass transfer across
the cell interface at x; from the upstream direction:
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F1G. 2. Flux evaluation for (a) U; = 0 and (b) U; < 0. The shaded region represents
the total mass transfer across x; from the upstream direction.
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[ A,
FLUX ;) = U;| @12 + Tm (1-C)|,
for U;=0 (1b)
[ AD, i
FLUX;) = Ui| ®fup = == (1 + C1) |,
for U, <0 (lc)
oo Ubt . UAt
! Ax,»_l/z ’ ! Axi+1/2 ’

U, is the velocity defined at x;, n is the time step index,
and C; and C; stand for the upwind Courant number.
The determination of the mismatch (or, equivalently,
the slope of the subgrid linear distribution) is crucial
to the overall accuracy of the scheme. Note that the
above scheme degenerates to the familiar first-order up-
stream scheme if we set A®,,,,, = 0, for all i. At this
point, the most natural choice of the mismatch appears
to be the algebraic mean of the two one-sided differ-
ences of the cell-mean density; that is,

6®; + 69,41

[Aq)iﬂ/z]avg = ) »

(2)
where
6®;, = &0 — ®lypn.

The scheme represented by (1) and (2) is a second-
order-accurate upstream-biased scheme. Unfortu-
nately, it guarantees neither monotonicity nor positive
definiteness. To achieve either, the magnitude of the
mismatch as given by (2) must be limited in some ap-
propriate way. For example, if a local lower bound
®mn o on ®,,,,, (the cell-mean distribution) is desired,
one could limit the mismatch such that

A®i+1/2 = Sign([A¢i+1/2]avg) mln{ | [A@H»I/Z]avgl,
2 DIM (D112, BR512)}, (32)

where DIM (x4, x,) is defined as the positive difference
between the first argument x; and the second argument
x, (as the standard American National Standards Insti-
tute Fortran function). By simply setting 77, in (3a)
to zero and assuming the distribution is initially posi-
tive definite, we obtain the following surprisingly sim-
ple positive-definite constraint:

[A‘I)in/z]posd = Sign([A‘I)iH/z]avg)
X min{| [A‘I’iﬂ/z]avg', 2®;.12}. (3b)

That is, by limiting the magnitude of the mismatch to
be no greater than twice the mean value itself, positive
definiteness of the distribution can be maintained.
Equation (3b) together with the flux form transport
equation (1) is the simplest positive-definite van Leer—
type scheme that we know of. It contains the smallest
possible implicit diffusion when and where it is needed

MONTHLY WEATHER REVIEW

VOLUME 122

to make the linear subgrid distribution positive defi-
nite. If, in addition to a lower bound, a local upper
bound ®7%, (e.g., the saturation mixing ratio for the
water vapor) is desired, we set

A® 1 = Sign([A(bH—l/Z]avg)

min{ l [A¢i+1/2]avg| b 2 DIM(¢i+1/2’ Q?EKII/Z ?

max

e i)} (30)

Equation (3c) together with (1a)—(1c) is a more gen-
eral transport scheme than that originally given by van
Leer (1977, 1979). The constraint in (3c) forces the
distribution to be bounded by ®%7,, and ®%, (if in-
itially so), which is similar to the concept of the flux
limiters in the flux-corrected transport (FCT') of Boris
and Book (1973) and Zalesak (1979). Since the limiter
is applied to the mismatch, which is essentially a free
parameter in this scheme, rather than the flux as in FCT,
better phase characteristics are expected. However, the
limiter (3c) does not yet guarantee monotonicity unless
the upper and lower limits are properly chosen.

In his original series of papers, van Leer (1977,
1979) proposed several formulations of the mismatch
(slope in his terminology) to ensure the upstream-bi-
ased transport represented by (1) to be monotonic.
Among them, a very simple choice that yields true
monotonicity while retaining second-order accuracy is
the one applied by ADRG [cf. their Eq. (2.4)]:

[ A*¢1'+1 /2]mon04

2 DIM(

6,60, ., ] ) .
m 1 s i sign(6®:) = sign(6%
[ADir1/2]ave . gn( ) gn(6®;.1)
0, otherwise.

(4)

That is, instead of simply using the algebraic mean, the
harmonic mean of the two one-sided differences is
taken as the mismatch when ®,,,,, is not a local extre-
mum. ADRG have demonstrated that van Leer’s
scheme using (4) is sufficiently accurate for their ozone
transport calculations when a 2° X 2.5° (latitude—lon-
gitude) grid resolution is used. It is, in fact, signifi-
cantly better than the global spectral method at that
resolution. However, we point out that the monoton-
icity constraint (4) is unnecessarily strong, particularly
at low resolution. To further reduce the implicit diffu-
sion of the scheme, the constraint on the mismatch must
be relaxed as much as possible toward [ A®,1,2Javg. TO
this end, we return to the general form (3c) and make
use of the following locally determined limiters:
Q?ﬂ/z = min{q)(i—l)ﬂ/z, D112, ‘I)(i+1)+1/2}

(53)

O, = maX{‘I)(i—1)+1/2a D112, ‘I’(i+1)+1/2}- (Sb)
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We deduce from (3c) 12
Positive definite constralnt (3b) Globl constraint (8)
[A®; . 1/2)monos = Sign([A(I)iH/z]avg)
X min{ | [A®;1/2]avel, 2(Riv12 — PY12), 1.0 |~ Monotonictty constraint (5)
Monotonicity constraint (4)
2(97 2 — Pivin) ). (S¢)

The above constraint on the mismatch guarantees 0.8 [ EXACT
monotonicity by forcing the subgrid distribution to fall
within the range spanned by the locally defined mini-
mum (5a) and maximum (5b). It can be verified that 0.6 |-
this monotonic constraint is functionally equivalent to
Eq. (66) of van Leer (1977). Since there is no need to
check conditional flags (i.e., no ‘‘if ”’ statements in the 0.4 |
code) when computing the mismatches, it can be more
efficiently vectorized on supercomputers than either
(4) or van Leer’s original form. 02l

The implicit diffusion of the van Leer—type schemes
discussed above is directly related to the magnitude of
the mismatch (the steepness of the slope) of the subgrid ) S 1
linear distribution. The smaller the magnitude of the 0 10 20 30 40 50

mismatch, the larger the implicit diffusion is. It is sim-
ple algebra to show that

[{AD:11/2]ave| = I[A‘I)i+1/2]posd|
= I[Aq)i+l/2]monosl = I[A®i+l/2]mono4|'

Although it is more diffusive than the positive-definite
scheme (3b), van Leer’s scheme that applies (5) is less
diffusive than the one that applies (4), which was
adopted by ADRG. Figure 3 shows the results of the
transport of a rectangular wave of unit height in a 1D
periodic domain after five revolutions (500 steps) us-
ing (3b), (4), and (5). Also included for comparison
is the result using (3c) with the following fixed global
limiters:

P, =0, @M, =1 (foralli). (6)

The superiority of van Leer’s scheme using monotonic
constraint (5) over (4) is clear. The positive-definite
scheme (3b) overshoots, as could be expected. Al-
though the transport using the fixed global constraint
(6) gives the best result for this test, it is not strictly
monotonic. It will produce local overshoots and un-
dershoots in a more complicated configuration or when
there are strong feedback mechanisms (e.g., source/
sink terms). Nevertheless, the local overshoots/under-
shoots might be contained by the still present implicit
diffusion. It is therefore possible that a scheme that
applies only the fixed global limiters could be more
accurate than that that applies a true monotonicity con-
straint such as (4) or (5). For example, for moisture
transport, one can simply set the lower bound to zero
globally and the upper bound to be the locally deter-
mined saturation density or other physically based
value. As possibilities are numerous, in the preliminary
study presented here, we will concentrate on the strictly
monotonic constraint (5) and leave the exploration of
other possibilities to the future. Finally, we note here

FiG. 3. The transport of a rectangular wave using the second-order
van Leer—type scheme with four different constraints. The rectan-
gular wave initially occupies 10 of the 50-cell periodic domain. The
Courant number is 0.5 (500 steps).

that the fourth-order center difference scheme without
a strong filter (i.e., diffusion) does not give a mean-
ingful result in this test [not shown, but see Fig. 6 in
Carpenter et al. (1990) for a comparison].

We now turn our attention to the implementation of
the monotonic scheme to a o-coordinate hydrostatic
model on a sphere. The 3D flux form transport equation
on a sphere can be written as

o (mqV cos@)

0 o 1
6—t(7fq) + a—*(ﬂqU) + E(‘)S—oa

0 )
+ é;(nqa) +s=0, (7)

where x* = a\ cosf, y = af. The parameters g, a, \,
6, w, and s are the mixing ratio, earth’s radius, longi-
tude, latitude, surface pressure, and the source/sink
term, respectively. Other symbols are standard. As
mentioned previously, transport is done one spatial di-
rection at a time using the prototype (1) and a suitable
constraint on the mismatch. To conserve mass, it is
important that the m-weighted mixing ratio (7q) be the
predicted quantity. Before transport, (7q)” is computed
as the direct product of 7" and ¢". After transport in
all three dimensions is done, the mixing ratio is recov-
ered as follows:

qn+l _ (,n_q)n-f-l

7I.n'f-l

(8)

Total moisture will be conserved as long as total air
mass is conserved (more about this in the next section).
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The direct prediction of the mixing ratio in ADRG
[their Eq. (2.5)] does not conserve mass -unless the
computation of the vertical velocity is modified to en-
force mass conservation, which unfortunately would al-
ter the model’s dynamics, and is therefore not recom-
mended for moisture transport in a GCM. ‘

The time step At in an explicit global gridpoint
model is primarily limited by the pressure gradient
terms in the momentum équations. The constituent
transport equation does not have such terms, and con-
sequently, the time step can be much larger than that
for other prognostic variables. In the tests presented in
the following section, for simplicity, we chose the same
time step for the moisture transport. Further time split-
ting in. the zonal direction is still needed at high lati-
tudes (poleward of 80° for a GCM using an explicit
time integration scheme and a polar filter) to keep the
local zonal Courant number less than unity. For a 4°
X 5° resolution simulation using the GLA GCM, we
need only to split the zonal transport at 82° and 86° into
two and four substeps, respectively. (Note that zonal
transport is not necessary inside polar caps.) The com-
putation overhead caused by the converging meridians
is therefore very small. Also, as the zonal resolution at
86° is extremely high (as compared to the meridional
resolution), there is no noticeable loss of accuracy if
we set the mismatches (in the zonal direction) there to
be zero.

The computation of the fluxes into/out of polar caps
is similar to that of ADRG except that mismatches in-
side polar caps in the meridional direction as viewed
from different longitudes are explicitly calculated
rather than simply set to zero. Take the northern polar
cap for example, as illustrated in Fig. 4, the mismatch
as viewed from longitude x¥ is determined by ®; 151,
®; p, and D, 051, Where B, is the value across
the North Pole opposite to ®; ,,—-;. We obtain from (5)

A(px:,np = Sign([AQi.np]avg) mln{ l [AQi,np;]avgl ’

2(¢i.np - q):nrll;)’ 2(@:“:; - (bi.np)}’

where

@m.m = min { q)i.np, Qi,np-—l s Qiop.np—l } s

i,np

@Tﬁ; = max { (bi,np, @i_np_l, Qiop,np—l }
1
[A(pi,np]avg = '2_ (@iop,np~1 - @i,np—l)-

The mismatch as viewed from the other side of the
polar cap has the same magnitude but with the opposite
sign; that is, A®;qp0, = — AP, . Finally, in the com-
putation of the vertical transport, the top and the lowest
layers can be assumed to be well mixed (i.e., vanishing
mismatch), which is a good approximation from a
physical standpoint. For water vapor transport, the mis-
match in the top layer can be more accurately computed
by adding a hypothetical dry layer above the top
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iop

iop,np-1

X,

1

F1G. 4. Determination of the mismatches inside
the northern polar cap.

constant pressure boundary, which is at 10 mb in the
GLA GCM.

3. Cdmparisons with the fourth-order center-
differencing scheme

. We have performed two types of tests to compare
the characteristics of our implementation of the second-
order van Leer scheme on a sphere using the monoto-
nicity constraint (5) (MVL2, hereafter) with that of the
fourth-order center-differencing scheme (CD4, here-
after) currently used in the GLA GCM for the hori-
zontal discretization of all prognostic variables. The
first type of tests is the 2D (horizontal only) noninter-
active shape-preserving transport, which, we believe,
demonstrates the potential of the van Leer scheme. The
second type of test is a summer climate simulation us-
ing the GLA GCM with full physics.

a. Noninteractive shape-preserving transports

- Two different initial distributions (a cosine hill and
a plateaulike distributions) are transported at two dif-
ferent resolutions, 4° X 5° and 2° X 2.5°, respectively,
by a solid-body rotating wind field (axis of rotation is
perpendicular to the axis of the earth’s rotation) as
given by Williamson and Rasch (1989). The cosine
hill (Fig. 5a) represents a smooth distribution more
typical of large-scale (and lower frequency) meteoro-
logical fields while the plateaulike distribution (Fig.
7a) resembles a front or a shock (a discontinuity in
space or in time) in a less typical situation or when
there are strong source or sink terms. Note that the 4°
X 5° resolution is very low by today’s standard, but it
is still being used for long-term climate simulations,
particularly in coupled ocean—atmosphere models. Al-



1581

LIN ET AL.

JuLy 1994

‘09¢

‘SLe

‘042

‘Gee

‘SEL

0'06

0o'sp

0

‘09¢€

‘SIE

x4

‘Gec

‘0

23]

}

‘sel

006

0'Sy

(@)

0°06-

0°09-

Q0e-

0

00e

009

006

006~

0°09-

0°0¢-

0'0e

009

006

"POXY SAN[eA 2ANBIIU YPIM Ing UONN[OAI [[n]
2U0 JOYE (1)) (P) PUB ‘UOIN[OASI [[NJ SUO Jale p(ID) (O) ‘UONN[OASI [[nf SUO 1Je TTAIN (q) ‘wonnquusip (10€X2) [BNIUT 3y} (B) :papeys a1e . Q[ X Q' [— UBY) JO[[EWS SINJeA IN0juod {{Q—
oy1 Aq paoefdar st anojuoo () 2 Jern 130X 17 ST [EAIAUT INOJUOD Y, "] St aN[BA yead rewrSuo oy, 'pus ¢ X b Ie[nder ayr uo D pue TIAIN Aq 1Y 2uisod dy1 Jo uodsuel], °G *OI]

‘084

‘09 ‘GLe ‘0Le ‘G2 ‘081 ‘sel 0'06 o'sy 0
.“ TN
....... I T Y
............ m \\\l.lAIII/I
b ; . ;
()
‘09 ‘Sie ‘02 ‘ee ‘081

&

(e)

0°06-
0°09-

0'0e-

00g
0’09

006

006~
0°09-

0°0¢e-

ooe

009



VOLUME 122

MONTHLY WEATHER REVIEW

1582

‘09¢

‘SLE

“UONNJOSA1 6T X (T JOUSHY oY) Yim Inq § S1q UI SV 9 'Ol

‘042

‘GZe

‘084

‘GEL

006

o'sy

(@

0°06-

0°09-

0'0g-

00oe

009

-0'06

09¢

‘Sie 042 ‘Gee ‘08t ‘GEL 006 oSy 0
(0)
'09¢€ . Sie ‘042 ‘Gee 08} ‘SEl 006 o'sy 0

(e)

0°06-

0°09-

0'0¢-

00¢

009

006

0°06-

0°09-

0°0g-

00g

009

0°06 -



1583

LIN ET AL.

JuLy 1994

‘09¢e

qle

0Le

‘See

‘081

‘cel

0

<z O

<& >

0°06-

0°09-

0Qe-

ooe

009

09¢

‘Sie

006

006"

-~ 009

- 0°0g-

0°0e

009

006
(@)

‘wonnqustp axrneate(d oy 10§ 1q G ‘Srd UL SV °L "O1Y

Sle

~.

1\

A\
Ly
NSRS

<4

‘09¢

‘Sie

)

(e)

0°06-

0°09-

0oe-

006

0°06-

0°09-

0°0g-

0og

009

006



VOLUME 122

MONTHLY WEATHER REVIEW

1584

WONN[0SAT T X (T 1OYSIY 3yl YiIm Inq L “B1g W SV "8 "0l

‘Sie ‘0LC ‘Sce

4

e

N

ge

@

0°06-

009~

0°0e-

00g

009

006

R4

‘084

ael

o'sy 0

TN

..tl\btv [
Y YL AN
\uum...é\/ﬂw.ra

-,

—— SNt T, 7.
oy N e N R ..‘\(v)\)\ll\.\v
am e AN

ey
\\\Hn\;\.u..w\;,ﬂom
=4t ST
IR PR S

7 ERITREEST
2 X7 IR

[LZ=3Thg &
=SS e
e A2 20,
[cz=2$ 4
N

Z

Pl & Nesicet

o2y Sy M /ﬁ \.19\)})»\/)
BN < [RRRt :

| oS vo K. N ‘:«u
OO 9 X

RO \th XL

TN il N

S

Pt -l N

== TG Lt

[

S0

A

s, Szz20 D R O i e ¥

0oe

009

006

®)



JuLy 1994 LIN ET AL. 1585
TaBLE 1. Particulars of the 17-layer GLA GCM.
No. Item Description Reference
1 Horizontal resolution 4°lat X 5° long Kalnay et al. (1983)
2 Vertical resolution 17 o layers Fox-Rabinovitz et al.
(1991)
3 Longwave radiation Modified HV* radiation Harshvardhan et al. (1987)
package
(a) Water vapor and CO, absorption An adaptation of Chou and Chou (1984)
Chou-Peng Chou and Peng (1983)
(b) Ozone absorption Modified Rodgers Rodger (1968) and
Rosenfield et al. (1987)
4 Shortwave radiation Slightly modified HV Harshvardhan et al. (1987)
radiation package
(a) Ozone absorption, water vapor absorption, and Slightly modified Lacis and Lacis and Hansen (1974)
Rayleigh scattering Hansen
(b) Aecrosol absorption and scattering Sud and Walker using Pinker Formulated by
and Laszlo (1992) Harshvardhan**
5 Turbulence and PBL Mellor—Yamada 2.5 Helfand and Labraga (1988)
6 Biosphere Simple biosphere (SiB) Sellers et al. (1986)
Sud et al. (1990)
Xue et al. (1991)
7 Nonprecipitating Relative humidity dependent Sud and Walker (1992)
fractional clouds Slingo (1987)
8 Cumulus clouds Detraining anvils Sud and Walker (1992)
9 Moist convection An adaptation of Arakawa— Sud et al. (1991) with
Schubert (1974) Tokioka et al. (1988)
10 Large-scale precipitation Fractional cover Sud and Walker (1990)
11 Cumulus downdrafts An unsaturated convective Sud and Walker (1993)
downdraft scheme
12 Convection and large-scale rain evaporation Kessler (1969) with Ruprecht Sud and Molod (1988)
and Gray (1976) cloud
fractions
13 Soil temperature parameterization Force restore two layers Deardoff (1987)
14 Soil moisture initialization and parameterization Three soil layers initialization Sellers et al. (1986)
with off-line SiB
15 Vegetation properties roughness and biometry Surface albedo analysis of Dorman and Sellers (1989)
vegetation data ERBE data over bare land
characteristics data
16 General modification Several improvements in the Sud and Walker (1990, for

physics package a detailed discussion)

* HV—Harshvardhan.
** Personal communication.

though a much larger time step can be used for both
schemes, the time step used in the following tests is
chosen to be consistent with that used in the full GCM
simulations.

Figures 5b and 5¢ show the cosine hill distribution
at the 4° X 5° resolution after one full revolution using
MVL2 and CD4, respectively. As in the GLA GCM,
the transport using CD4 uses a global 16th-order Sha-
piro filter and a polar Fourier filter, but no filling
scheme is applied to fix the negative values the scheme
generated. The Asselin time filter is also used as re-
quired by the leapfrog time integration scheme. Trans-
port using MVL2, on the other hand, does not need any
filtering in time or in space. A total of 900 time steps
are used in both cases. Although it is evident that
MVL2 is diffusive (only 49% of the peak amplitude is
maintained), the overall shape of the distribution is
predicted very well and there is essentially no phase
error. The transport using CD4 maintains 95% of the

peak amplitude, which is much better than MVL2, but
it overshoots initially, which helps to maintain the final
peak value. Undershoots are present in the transport by
CD4 for all time. The largest negative value generated
at the end is 17% of the original (positive) peak value,
and the spurious upstream wakes almost occupy the
whole globe, despite the use of the highly scale-selec-
tive Shapiro filter. Figure 5d shows the same transport
by CD4 [as in (5c)] but negative values are set to zero
at the end of each time step. This is similar, as viewed
horizontally, to the filling algorithm currently used in
the GLA GCM in which mass is ‘‘borrowed’’ vertically
from below to fix negative values. It is observed that
the dispersive error is suppressed. But the phase error
still exists, and the total mass is increased by 22%,
which might be regarded as unacceptable. In the GCM
simulations, the tactic of borrowing moisture from be-
low is thus like having an artificial convection sending
moisture upward and then dispersed horizontally re-
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Fic. 9. Time mean precipitation (mm month™') during summer 1987 from (a) the observations (MSU data over ocean and
station data over land), (b) the control experiment, and (c) the MVL2 experiment. The contour interval is 30 mm month ™" for
precipitation less or equal to 120; 60 otherwise. The darker shaded area has higher value.

gardless of the local vertical thermodynamic profile.
This is perhaps justifiable if it is the vertical transport
that creates the negative mixing ratio. The local pre-
dictability of the moisture field is lost, however, if the
negative values are created by the horizontal transport,
as in this test.

Figures 6a—c are the same as Figs. Sa—c but with
the higher 2° X 2.5° resolution. The transport by CD4
(Fig. 5¢) now uses an eighth-order Shapiro filter, as in

the GLA GCM for that resolution. A total of 1800 time
steps are used. Both schemes have improved signifi-
cantly, especially that of MVL2. The dispersive error
of the CD4 is now less severe but still evident.

The cosine hill transport experiment does not exhibit
a monotonic scheme’s ability to handle sharp gradients
or discontinuities. Figures 7a—d are the same as Figs.
5a—d but for a plateaulike distribution. Although the
extreme disparity in resolution in the two spatial direc-
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tions near poles results in the formation of the double
extrema,’ the distribution is predicted quite well by
MVL2 (Fig. 7b). The result by CD4 (Fig. 7c) has un-
acceptably large under- and overshoots and dispersive
errors, even after negative values are fixed (Fig. 7d).
Figures 8a—c show the transports at the higher 2°
X 2.5° resolution. Again, the transport by MVL2 has
improved significantly. The spurious oscillations gen-
erated by CD4 are still severe. The increase of resolu-
tion does not greatly improve the transport by CD4 in
this case. This is a good case against the argument that
low-order upwind-biased schemes are inferior. If the
order of accuracy is the only criterion, then the global
spectral method that has the highest possible order of
accuracy is the best choice. Due to its global nature and
the presence of the Gibbs phenomenon, we expect the
spectral method to do even worse than CD4 in this
particular test. As the resolution of global models is
increasing with the ever increasing computer power,
this problem would become more evident as smaller-
scale structures as well as the irregular terrain of the
earth can be better resolved.

The formal order of accuracy of a particular scheme
can be misleading. First, all schemes reduce to first-
order accuracy in the vicinity of discontinuities (in
space or in time). Second, the time-filtered leapfrog
scheme used by almost all global models is only first-

' It should be noted here that the analytically nondivergent wind
has relatively large divergence near poles in its discretized form,
which contributed to the formation of the double extrema.

order-accurate in time, and the error is proportional to
2At—not At as in a forward-in-time scheme such as the
one proposed here. Likewise, spatial filtering also de-
grades the formal accuracy of the original scheme. For
example, if one is to apply a Smagorinsky-type nonlinear
friction (Smagorinsky 1963) to a spectral model, the
model would formally become only second-order accu-
rate in space. (Smagorinsky’s nonlinear diffusion or the
Shapiro filter widely used in gridpoint models introduces
second-order truncation error in space.)

Since a Shapiro filter, a polar filter, a time filter, and
a filling algorithm are needed with the transport by CD4
(or any other center-in-time and center-in-space differ-
encing scheme), the total floating point operations re-
quired are greater than that of MVL2. In addition, the
permanent memory usage of MVL2 is, at most, half of
that required by CD4. It should also be noted here that
since both the Shapiro filter and the time filter apply
directly to the mixing ratio (or specific humidity in the
case of moisture transport), mass is not exactly con-
served by the transport using CD4.

b. GCM simulations

Two parallel three-month runs of the 17-layer A-grid
GLA GCM with the full physics (see Table 1 for de-
tails) were carried out. The horizontal resolution used
is 4° X 5° The model is initialized with the data from
the ECMWF analysis at 0000 UTC 1 June 1987. The
first simulation designated as the ‘‘control’’ used the
original CD4 code in the horizontal and a second-order
center-differencing scheme in the vertical. The second
simulation designated as ‘““MVL2’’ used the identical
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‘Fic. 10. The daily standard deviation precipitation from the seasonal mean for (a) the control experiment and (b) the MVL2
experiment. The contour interval is 30 mm month ! for precipitation less or equal to 120; 60 otherwise. The darker shaded area has

higher value.

code except that moisture transport has been replaced
by the monotonic scheme represented by (1) and (5),
as described previously.

The MVL2 scheme, by design, is a natural fit to a
C-grid arrangement, but the A-grid version of the GCM
was chosen owing to its more complete physics pack-
ages. Spatial averaging of the horizontal winds is there-

fore necessary for the moisture transport by MVL2.
Note that spatial averaging is not needed for the vertical
velocity, as it is already staggered with respect to the
moisture field. For the moisture transport by MVL2, a
straightforward second-order space—time average of
the horizontal winds is taken at the end of the dynamic
time step as follows: '
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(Ulj + Ul+1j + Un+1 + U"+11)9

PN

Ui+l/2,j =

Vi,j+1/2 = (V!j + Vl Jt+1 + Vn+1 + VnJ-H)
The reason for using the time-averaged horizontal
winds is to obtain better accuracy in time.

Since total air mass, which is proportional to the
global mean surface pressure, is not exactly con-
served when the time-filtered leapfrog scheme is
used, exact moisture conservation is not possible.
Fortunately, the degree of nonconservation of the to-
tal air mass is extremely small. The GLA GCM also
has a routine that can be called to adjust the surface
pressure to ensure the conservation of the total air
mass. For computational efficiency, we chose the
leapfrog scheme (with the Asselin time filter) for
both experiments. We did carry out other short-term
integrations using the Matsuno scheme to verify the
exact conservation (excluding rounding error) of the
moisture by MVL2.

Figures 9a, 9b, and 9¢ show the seasonal mean (sum-
mer 1987) precipitation from the observations,? the
control experiment, and the MVL2 experiment, respec-
tively. The MSU data has deficiencies at high latitudes
due to erroneous or missing data points, we have filled

2 The observations are the combination of the Microwave Sound-
ing Unit (MSU) data over ocean ( Spencer 1993) and the station data
over land (Schemm et al. 1992).
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in the gap by a bilinear interpolation. A quality control
is also performed to remove some isolated excessive
values found in some subtropical regions over land.
Due to these shortcomings and the model’s limited pre-
dictability, we will not attempt to compare the numer-
ical value grid points to grid points. Rather, it is the
pattern that we shall emphasize.

It is clear that the precipitation from the MVL2 ex-
periment is more closely correlated to the observations.
Most notably, the South Pacific convergence zone
(SPC2Z), central Africa, the western Pacific, India, and
Australia are regions where the MVL2 shows better
structures over the control. Specifically, the SPCZ and
the western Pacific convective regions in the MVL2
experiment are more coherently organized, as con-
trasted to the noisier control experiment. The Australia
and Sahara deserts are also drier, and the rain distri-
bution over central Africa is more in line with the ob-
servations. Note that both the control and MVL2 pro-
duced similar results in the Northern Hemispheric
storm track regions.

There are a couple of places where the control is
better than the MVL2. Namely, the MVL2 experiment
produces too much large-scale precipitation near the
North Pole (between 0° and 60°E) and less convective
rainfall in the intertropical convergence zone (ITCZ)
over the Atlantic Ocean. The reason, however, is not
very clear. But the total area of these regions is rela-
tively small. Considering the model’s complexity and
the less than perfect physics packages, it may or may
not be directly related to the MVL2 scheme’s known
weakness—namely, its substantial implicit diffusion.
In fact, as it is unfiltered, the zonal transport near the
poles by MVL2 is far more accurate than that by CD4.
Since the potential temperature advection is unmodi-
fied, the abnormal precipitation near the North Pole in
the MVL2 run could possibly be caused by the spunous
oscillations in potential temperature alone.?

A noteworthy 1mprovement of the MVL2 experi-
ment is that the excessive instantaneous precipitation
rate occasionally found in the control is substantially
reduced or completely eliminated. As the precipitation
produced by MVL2 is more coherently organized both
in space and time, the maximum time mean precipita-
tion of MVL2 as shown in Fig. 9c is actually higher
than that of the control shown in Fig. 9b (938 mm
month ™! versus 882 mm month™"). Figures 10a,b
show the standard deviation of the daily precipitation
from the time mean. Note that the standard deviation
of the control is significantly higher than that of MVL2.
Again, the pattern of MVL2 is less noisy and better
organized than the control. The maximum value is 839

31t is our conjecture that, in the control run, the spurious oscilla-
tions of the temperature and water vapor are in phase, and therefore,

they caused less large-scale condensation near the North Pole than
that in the MVL2 run.
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FiG. 12. The time mean column precipitable water predicted by (a) the control experiment and (b) the MVL2 experiment.
The contour interval is 5 mm. The darker shaded area has higher value.

mm month ! for the control versus 777 mm month ™!
for the MVL2 experiment. The global means are 137
mm month " and 103 mm month " for the control and
MVL2, respectively. To further illustrate this point, the
accumulated daily precipitation averaged along 6°N
from 140° to 160°E produced by these two experiments
are compared in Fig. 11. It is noted that the control run
initially produced substantially higher precipitation
than that of MVL2. After following different paths of

initial adjustment, these two curves are in phase from
day 7 to about day 25 and then become completely
uncorrelated after that. Note that the control run pro-
duced an excessive precipitation of about 70 mm on
day 20. (Keep in mind that this is the value averaged
over a large 4° X 20° area in the Tropics.)

Figures 12a and 12b show the time mean column
precipitable water predicted by the control and
MVL2, respectively. Unlike the precipitation field,
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which is sensitive to the transients of the moisture
and therefore highly dependent on the transport
scheme, the time mean column precipitable water
fields are, to a large extent, controlled by the bound-
ary forcing (i.e., surface fluxes and topography) and
less by the exact manner moisture is transported. As
a result, these two plots are quite similar. Neverthe-
less, we can still observe some differences between
these two. For example, the atmosphere over the
Australia and Sahara deserts is drier in the MVL2
experiment, and the moisture distribution of these
two runs over the western Pacific convective region
are quite different. Figures 13a, 13b, and 13c show
the vertical cross sections of the zonal mean specific
humidity of the control (CD4), MVL2 experiments,
and their differences (MVL2 — CD4), respectively.
The atmosphere in the MVL2 experiment is moister
in the tropical lower troposphere (by as much as 1.3
g kg ') but is slightly drier in the upper troposphere.
The global mean precipitable water predicted by the
control and the MVL2 experiments are 37 and 38.6
mm, respectively. Both experiments overestimated
the total precipitable water by roughly 50% (assum-
ing the observed value is 25 mm). Rasch and Wil-
liamson (1991) using a T42 spectral model with 12
vertical layers simulated a 20% drier atmosphere.
While the T42 spectral model has much better equiv-
alent horizontal resolution (particularly in the trop-
ics) than our 4° X 5° regular grid resolution, we be-
lieve it is primarily the model physics that makes the
difference. This problem is currently being studied.

308 EQ 30N 60N 90N

FiG. 13. The time and zonal mean specific humidity pre-
dicted by (a) the control experiment, (b) the MVL2 experi-
ment, and (c) differences (MVL2 — control). Contour inter-
val is 1 g kg ™" for (a) and (b), except the first contour, which
is 0.5 g kg ™'. The contour interval is 0.1 g kg ™" for (¢). Zero
and negative contours are dashed.

4. Summary and concluding remarks

We have derived a general form of a van Leer—type
transport scheme. The constraint (3c) is very general.
A simple positive-definite scheme can be obtained by
setting the lower limit to zero and by not placing an
upper limit. By choosing an appropriate set of global
limiters (thus the local monotonicity is not guaran-
teed), it is possible to obtain a very simple yet accurate
upstream-biased scheme with minimal implicit diffu-
sion. For moisture transport, a physically motivated
choice would be the locally defined saturation density
as the upper bound and zero as the lower bound. Our
present choice, however, is the truly monotonic scheme
using the locally defined constraint (5). It is argued
that in a highly nonlinear flow field or when there are
strong source/sink terms, a transport scheme that guar-
antees absolute local monotonicity should be a better
choice, despite its stronger implicit diffusion.

We have compared the original finite-difference
scheme for moisture transport with the monotonic
MVL2 scheme in the A-grid GLA GCM. Evidently,
the improvements in the precipitation field are sub-
stantial. Several major problems associated with the
traditional finite-difference schemes are solved or
eased by the use of the monotonic scheme: namely,
the false generation of the negative mixing ratio, the
numerically produced supersaturation, and the uncer-
tainty in the choice of suitable damping schemes (and
their associated free parameters). In a o-coordinate
model, the usual tactic of ‘‘horizontal’’ filtering along



1592

the constant o surface is, to say the least, problematic
near steep mountains. With the monotonic constraint
on its implied subgrid distribution, the monotonic
scheme reported here does not need any sort of ‘‘su-
bgrid-scale turbulence parameterizations’’ or filtering.
In fact, the MVL2 scheme, with the local monoton-
icity constraint on its implied subgrid distribution, can
be regarded as a second-order finite-difference
scheme with a near-optimal built-in subgrid-scale pa-
rameterization. In the GCM simulation with MVL2
scheme, the interior vertical diffusion on the moisture
field is not removed, because it is an integral part of
the moisture fluxes from the surface and cannot be
easily separated.

We note that the MVL2 scheme presented here is
free of the Gibbs phenomenon. As demonstrated by
the transport of the plateaulike distribution, the ac-
curacy of the MVL?2 scheme will keep increasing with
increasing resolution even when discontinuities or
steep gradients are encountered. This is not so with
traditional center-differencing schemes or spectral
methods, whose accuracy could actually deteriorate if
the sharp gradients can be better resolved by the in-
creased resolution. Due to this shock handling ability,
the monotonic scheme is well suited for short-term
weather prediction and/or data assimilation where
raw data from observations are constantly injected.

Finally, we note that the time and directional split-
ting formulation adopted here is an attractive alter-
native to the semi-Lagrangian approach to overcome
the severe time-step restriction associated with the
poles. Unlike traditional monotonic semi-Lagrangian
schemes, mass (barring from rounding error) is ex-
actly conserved by the van Leer—type schemes. One
weakness that we are aware of with the second-order
monotonic scheme (MVL?2) is its substantial implicit
diffusion at low resolution. The implicit diffusion
can be reduced by further relaxing the monotonic
constraint. For example, instead of the truly mono-
tonic local constraint, one could use a global con-
straint or the positive-definite constraint [Eq. (3b)].
If that is still not satisfactory, a higher-order version
of the scheme [e.g., the more expensive PPM, Co-
lella and Woodward (1984)] can be used under the
same general framework as presented in this paper.
We recommend that forward-in-time dissipative
monotonic schemes, or at the very least, positive-
definite schemes, be preferred over the nondissipa-
tive but dispersive center-in-time and center-in-space
schemes for transport of scalars in GCMs, particu-
larly at high resolution.
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