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INTRODUCTION

The Unified Forecast System (UFS) is envisioned to be a community-based, coupled comprehensive
Earth system modeling system. The UFS numerical applications span local to global domains and
predictive time scales from sub-hourly analyses to seasonal predictions. It is designed to support the
Weather Enterprise and to be the source system for NOAA's operational numerical weather prediction

applications.

The UFS is designed to serve both the R&D and Operational communities engaged in the numerical
prediction of the Earth System. The UFS is an end-to-end prediction system, starting with the
identification of data needed for the prediction, their assimilation to create initial conditions, the
forecast itself (deterministic or ensemble-based), and postprocessing and verification of the results. The
UFS governance strives to facilitate the migration of research innovations into higher levels of technical
readiness, targeting eventual implementation into Operational infrastructures across Federal agencies

(Research to Operations, or R20; this process is more completely described in a_separate document).

The UFS also facilitates the return of Operational requirements into the code being used by the R&D

community, and so encompasses an R202R cycling as innovations appear.

This document is the UFS Strategic Implementation Plan (SIP) for FY 2019 - 2021. It is the first annual
update to the initial SIP and describes the actions required of community participants in the next one to
three years as they work together to evolve the UFS. This document is the result of planning meetings in
January and August 2018, with activities in the interim focused around the Working Groups for each
Annex. This year, the focus of the Annex updates has been on highlighting interdependencies between
the projects described therein, and revising milestones and deliverables to align with anticipated
resources. Consistent with the Strategic Vision for NOAA’s Environmental Modeling Enterprise and the
Roadmap for the Production Suite at NCEP developed by the NOAA Research Council, the end goal for
the UFS is a community coupled model unified across time scales which simplifies the current NCEP

production suite and benefits both research and operations.

The near-term focus of UFS development remains on activities funded by the Next Generation Global
Prediction System (NGGPS) program, while the end goal will be a system to support unified Earth system
modeling. The first delivery from the NGGPS program is the FV3GFS implementation planned for early
2019, which will be based on the recently-selected Finite Volume 3 (FV3) dynamical core. Operationally,

this model will be referred to as GFS v15.0.


https://docs.google.com/document/d/1qcRwEWVaInN7YywVrV5nwmU5dqyX2kWiIiB3IYi6nyc/edit?usp=sharing

COMMUNITY STRATEGY AND DEFINITIONS

The UFS is designed as a community model that involves NOAA, other federal partners (e.g., NASA, DoD,
JCSDA, etc.), and the broader research and academic community. Only with appropriate contributions
from the entire U.S. modeling community will we be able to build the best national modeling system
possible. The definition of “community” is important, and not all community efforts will be identical. We
continue to learn from prior and ongoing community modeling efforts (WRF, CESM, WW3, MOMS, etc.)

and apply best practices from these activities across the UFS.

Community approach: Different layers of community partners have specific roles/responsibilities.

° Core development partners (that regularly make substantial contributions) will be granted
different roles and access than “users” that may run the model but not typically directly or actively
contribute to its development.

° Trusted super-users may be established as a special, limited category that allow greater, early
access than normal research users, in order to conduct early “beta” testing on the next model version
still under development but not yet released to the full community.

° Users and Stakeholders, while not contributing to the code in general, contribute requirements
and needs and may drive the direction of development, resource allocations, and prioritization (within
the NOAA mission space). These users are also critical as they can provide a level of in-depth evaluation
of model performance that cannot be provided by super-users and core developers only. Along these
lines, researchers are key stakeholders and should be engaged through Announcements of Opportunity
(AOs) in order to increase the human capacity needed for long term (i.e., research funding supports
students who will be skilled in the unified modeling technology and environment). For example, AOs
from the Hurricane Forecast Improvement Program (HFIP) tripled the research community involvement
in development of the Hurricane WRF (HWRF) model.

° Operational users, due to constraints on reliability, timeliness, and security, will require a
unique operational version of the modeling system. A significant goal will be to ensure that the
overarching modeling system, while having different variants for research and operations, will have a
consistent architecture and infrastructure that will allow improvements made on the research side to be

smoothly transitioned into operations.

Governance: In order to effectively coordinate the activities and collaborative projects of the
community partners, a community governance structure has been put in place. A key component of this

is the UFS Steering Committee (UFS SC), which oversees activities of the Working Groups and provides



scientific direction and recommendations for UFS activities. A Technical Oversight Board (TOB), which
consists of program managers and directors of labs and production centers with equity in the UFS effort,
guides the UFS SC and coordinates programmatic recommendations based on UFS SC recommendations.
The roles of the UFS SC and TOB are described in their respective charters. The governance structure
provides core partners a true voice in making strategic decisions regarding the community model,

leverage an evidence-based decision-making approach, and ensure transparency across the community.

Communications and Outreach: Given the wide community interactions across numerous agencies,
scientific disciplines, and diverse stakeholder groups, the UFS Communications and Outreach Plan
Working Group efforts are critical to ensure consistent and effective messaging throughout the

community. To this end, they have developed a comprehensive Communications and Outreach Plan.

The plan encompasses communications related to the UFS and seeks to provide a careful and thoughtful
set of proposed mechanisms to meet specific information, decision making, and community building

needs. The Communication and Outreach WG supports all of the other WGs and the community at large.

ADVANCING TOWARD THE NOAA UNIFIED FORECAST SYSTEM

Tremendous progress has been made in FY 2018 on work described in the Annexes. Selected scientific
and technical highlights include:

e The first instantiation of the UFS will be the FV3-based GFS (Project 1.1), approved for
operational implementation in early 2019. This model has a horizontal resolution of about 13
km, and 64 vertical levels with a model top at 0.2 hPa. It uses the current physics suite in the
operational GFS, but with a new microphysics scheme from GFDL (Project 5.1). The physics suite
is connected to the FV3 dynamical core through an Interoperable Physics Driver (Project 5.3).

® The public release of the FV3 code (Project 1.1).

® Public code release for the Common Community Physics Package (CCPP, Project 5.3)

® The development of the Data Assimilation system for FV3GFS is complete (Project 6.2). Based on
GSl and a Hybrid 4D Ensemble-Variational algorithm, it operates at a horizontal resolution of
about 26 km and uses 80 ensemble members and upgraded satellite data streams.

® The first UFS coupled model is under development (Project 8.2b). Preliminary results based on
35-day integrations show good alignment with observations.

e A plan for the management of UFS code repositories available community-wide has been
approved (Project 3.1).

e A Memorandum of Agreement between NCAR and NOAA for infrastructure development has

been developed and coordinated by the participating organizations.


https://www.earthsystemcog.org/site_media/projects/ufs-sc/SIP_Communications_Outreach_Plan_Version_1.1.pdf

Next steps toward the UFS

There is a particular focus of the UFS on simultaneously simplifying and improving the operational
Production Suite run at NOAA'’s National Centers for Environmental Prediction. The scope of the
Production Suite demands that UFS numerical applications span local to global domains and predictive
time scales from sub-hourly analyses to seasonal predictions. Thus, the UFS is necessarily based on
coupled models, with a unified coupling infrastructure based on the Earth System Modeling Framework

(ESMF) and a unified Data Assimilation System based on the forthcoming JEDI infrastructure. The UFS

will be ensemble-based, with robust procedures for gathering model biases and other performance
information through a standardized reforecast and reanalysis process. Crucial to the concept of the UFS
is that applications are essentially specific configurations of a common code base, not separate codes

built from the ground up.

The basis for UFS development is the FV3 dynamical core (dycore), a System Architecture (Annex 2), and
companion Infrastructure (Annex 3) that are required for building applications out of the models. First
among these applications resulting from the Next Generation Global Prediction System (NGGPS)
program is the FV3-based Global Forecast System (FV3GFS, Project 1.1) will become operational in 2019.
An FV3-based global ensemble prediction system (Projects 1.2, and 11.1) will be implemented in 2020,
with consideration given to a high-resolution version of this (Project 11.2) and a better treatment of
uncertainty in the ensemble system (Project 11.4). The FV3-based seasonal forecast system (Projects 1.3
and 8.2b) will provide model guidance out to 9 months. Global prediction will extend into the deep
atmosphere with the development of Deep Atmospheric Dynamics (DAD) for an FV3-based Whole
Atmosphere Model (WAM) coupled to an lonosphere, Plasmasphere, and Electrodynamics Model (IPE)
(Project 4.3).

The development of Advanced Physics (Project 5.1) for the follow-on implementation of FV3GFS in 2021
will include an assessment of several physics packages appropriate not just for global models, but for
convection-allowing models (CAM, Annex 7) and seasonal prediction (Annex 8) as well. The Advanced
Physics and all subsequent UFS physics packages will be expressed in the framework of a Common
Community Physics Package (CCPP, Project 5.3), which is a collaborative framework for developing
physical parameterizations. Physics development will be complemented by the development of a
general unified atmospheric composition modeling system that will better account for trace gas effects
of radiation as well as aerosol effects on radiation and clouds and will improve the handling of satellite
observations by properly accounting for aerosol and trace gas effects during data assimilation. The
development of a generic atmospheric composition component (Project 10.1) and its accompanying DA

system (Project 10.2) will focus on how it should be integrated into the unified model system


https://www.earthsystemcog.org/projects/esmf/
https://www.earthsystemcog.org/projects/esmf/
https://www.testbeds.noaa.gov/events/2018/workshop/presentations/(13b)%20JEDI_%20Auligne%20Tremolet%20Yoe%20TBPGWS%20KCMO%20April%202018.pdf

architecture for two-way interactive coupling with atmospheric physics and consistent coupling with
dynamics. A unified emission system with the capability of providing model-ready, global anthropogenic
and natural source emissions inputs for aerosol and gas phase atmospheric composition across scales

will also be developed (Project 10.3).

Model development for the UFS is accompanied by a revitalization of global data assimilation
techniques. This starts with the incorporation of new data types (Project 6.1), which will require
significant development, the addition of new instruments that are continuations of existing
observations, and development of new techniques for exploiting the information in the data. Hybrid
(ensemble + variational) data assimilation in its various forms is the current state-of-the-science for
environmental prediction and is expected to remain so over the next several years. This implies that the
JEDI DA framework will be required to support several current technologies for a variety of applications.
The UFS DA capabilities (Project 6.2) will utilize the JEDI framework to build out a project for global
numerical weather prediction (FV3-GFS) inter-comparison between hybrid 4DEnVar (current technology)
and Hybrid 4DVar (with adjoint) and do so within a rapidly updating (O(1-h)) global analysis system for

atmospheric applications (Project 6.5).

In addition to global modeling, the UFS will provide a capability for regional modeling to provide
high-resolution numerical guidance. A stand-alone regional model (SAR, Project 4.1) forms the technical
core of this activity, from which a regional modeling application suite is being developed. These
applications include an FV3-based replacement for the NAM/RAP (Project 7.2) and RAP/HRRR (Project
7.1) along with their associated ensemble prediction systems and data assimilation capabilities (Projects
7.3). A new Hurricane Analysis and Forecasting System (HAFS) is NOAA’s next-generation multi-scale
numerical model and data assimilation package, providing an operational analysis and forecast out to
seven days, with reliable and skillful guidance on Tropical Cyclones (TC) track and intensity (Project 4.2).
Key to this new prediction system is the development of nests that move with individual storms within
the global model, and a coupling capability (Project 2.2) for these nests. How to ensure consistency

between regional and global ensemble systems is under consideration (Project 11.3).

The next generation sub-seasonal to seasonal (S2S) forecast system (Project 8.2) will be based on the
FV3GFS atmospheric model, the MOM®6 ocean model, CICE5S ice model, GOCART chemistry model and
WAVEWATCH Il wave model coupled via the NUOPC/NEMS framework (Project 2.1). The long-term
strategy for advanced Ocean Modeling (Project 8.4a) will be based on Arbitrary Lagrangian-Eulerian
(ALE) coordinates along with a common ocean model framework for operations and research, suitable
for both high-resolution, short time-scale work as well as coarser resolution, longer time scale modeling.

The consolidation of marine (including both ocean and sea-ice) data assimilation activities into the JEDI



framework (Project 6.4) has begun (Project 8.4b). This coupled modeling capability will integrate with a
comprehensive NOAA Water Initiative, designed to give people and governments better access to the
water information they need for their unique circumstances (Project 8.3) by means of collaborative
development with the National Water Model (Project 9.4). Planning is underway for integrating the UFS
with regional quasi near-real-time ecological forecasts, such as for Harmful Algae Blooms (HABs) and
hypoxia (Project 8.5). The coupled models in the UFS will be accompanied by a coupled data assimilation
capability that can initialize the fully coupled Earth system model to improve predictability from weather
to S2S timescales (Project 6.3). This includes a comprehensive land DA system (Projects 9.1 and 9.2) for a

comprehensive land surface model (Projects 9.3 and 9.5) coupled with other components in the UFS.

Access to and usability of UFS code and results is a requirement for engaging the community._A plan for
building and managing code repositories has been developed as part of the UFS infrastructure (Project
3.1) and approved by the UFS Steering Committee. The proposed UFS repository management strategy
places each UFS application (Seasonal Prediction, S2S, Weather Forecast, Regional, etc.) in a unique UFS
umbrella repository comprised only of configuration files, with no source code. A configuration file will
contain URL links to specific versions of model component code from external authoritative repositories;
it is the combination of model component code and their configuration that forms the application. The
UFS will establish a protocol for community contributions to authoritative code repositories (Project
13.5) as a way to increase community collaboration. The usability of these repositories and the
end-to-end prediction system in regard to downloading code, building, changing, and testing the
application, compiling it, running experiments, and evaluating output are measured by the proposed

“Graduate Student Test” (Project 2.3).

A key element of the UFS-SC/EMC vision is the development of a unified suite of metrics and associated
targets that covers all prediction scales (Project 13.2). For the UFS (Projects 13.3 and 13.4), this will be
based on the community Model Evaluation Tools (METplus) developed at NCAR. This forms the core of
an evidence-based evaluation of all components that is needed to ensure that new modeling systems
are better than those being replaced. Plans for Testing and Evaluation (Project 13.1) have evolved

substantially through_community workshops like the one hosted in summer 2018 by the Developmental

Test Center. The data that is examined for decision-making is provided by upgrades to the suite of
postprocessing applications, first targeting FV3-based models (Project 12.1), augmented by an ensemble
visualization capability (Project 12.2), improvements to WISPS (Project 12.5) and station-based statistical
techniques for multi-model ensemble forecasts (Project 12.4), and the development of a testbed for
evaluating postprocessing techniques (Project 12.7). A target of these improvements is the National

Blend of Models (Project 12.3) and more broadly, the suite of applications that reside within the UFS.


https://www.earthsystemcog.org/site_media/projects/ufs-sc/20180608_UFS_repositories_SC.pdf
https://dtcenter.org/events/2018/2018-dtc-community-unified-forecast-system-test-plan-metrics-workshop
https://dtcenter.org/
https://dtcenter.org/

Taken together, this portfolio of Projects (detailed in the Annexes which follow) embodies a path toward
building out the UFS into a true community-based modeling system for numerical Earth System

prediction.
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ANNEX 1: NGGPS GLOBAL MODEL SUITES PLANNED FOR NCEP/EMC OPERATIONS

Given that NGGPS will be the foundation upon which a community based Unified Forecast System (UFS)
is being built, it is important to start from the planned/funded NGGPS capabilities and timelines, so as to
ensure that other additional community efforts are properly synchronized. Therefore this first Annex
lays out the broad program deliverables and schedule for NGGPS functionality to be implemented at
NCEP/EMC, to be followed by additional annexes for each community SIP Working Group’s specific plan
for additional exploratory or development project.

The first major NGGPS model package will be to replace EMC’s legacy Global Forecast System (GFS)
model, based on the Global Spectral Model (GSM) dynamical core, with a new version of the GFS that is
based on FV3 dynamical core. As such, this new system is referred to as FV3GFS. This will signal the
initiation of NOAA’s Unified Forecast System (UFS) that is being built as a community model. The first
operational version of the FV3GFS is planned for Q2FY19, with additional upgrades planned on a biennial
basis starting in FY21.

The second major NGGPS model package will be to replace EMC’s legacy Global Ensemble Forecast
System (GEFS), based on the Global Spectral Model (GSM) dynamical core, with a new version of the
GEFS that is based on FV3 dynamical core. As such, this new system is referred to as FV3GEFS. The first
operational version of FV3GEFS is planned for implementation in Q2FY20. In addition to replacing the
legacy GEFS, the forecast length for the new FV3GEFS will be extended to 35 days, therefore making it
an operational Sub-Seasonal ensemble prediction system. FV3GEFS implementation will also be
accompanied by 20-year reanalysis and 30-year reforecast datasets to meet the requirements of the
stakeholders.

The third major NGGPS model package will be to replace EMC’s legacy Climate Forecast System (CFS), a
fully coupled seasonal-scale model based on the Global Spectral Model (GSM) atmospheric dynamical
core, Modular Ocean Model Version 4 (MOM4), and a 3-layer thermodynamic ice model, with a new
version that is based on the FV3 atmospheric dynamical core, Modular Ocean Model Version 6 (MOM®6),
and Los Alamos Sea Ice Model Version 5 (CICE5). Given that the old CFS name is a misnomer in that is
provides predictions on seasonal scales, and not to long-range climate scales as the name implies, the
“climate” part of the name will be dropped and replaced with the more accurate “seasonal” descriptor;
as such, this new system will be referred to as the FV3-SFS. Coupled reanalysis and reforecasts will
include in the development of FV3-SFS, targeted for implementation in FY22.

The next sections will cover the implementation activities of the three NGGPS global modeling systems
targeted for operations at NCEP/EMC, to be followed by functional components of the broader
community development efforts organized under the SIP Working Groups.

Project 1.1: FV3-Global Forecast System (FV3-GFS):

Project overview: The NGGPS mission and objectives include NOAA/NWS/NCEP being the world's best
and most trusted provider of deterministic and probabilistic weather forecast guidance across all spatial
and temporal scales. Fundamental and central to this mission is the FV3-GFS and associated FV3 based
Global Data Assimilation System (GDAS). The NOAA Environmental Modeling System (NEMS) framework
will provide the infrastructure for developing the FV3-GFS, and will become the core component of the
Unified Forecast System (UFS). Apart from providing forecast guidance over different time scales, the
FV3-GFS also provides initial and boundary conditions for regional atmospheric and ocean models, space
weather models, air quality models, and various other NCEP production suite applications. To properly
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service the customers, the forecasts must be available reliably and at the appropriate time within
available resources.

Major Risks and Issues:
o Computational resources dedicated for model development and for operations
o Documentation, training, code management and access of codes by core partners and community
o Demonstration of superior performance of FV3-GFS from scientific evaluation
o Alignment with Unified Forecast System Development strategy

Major resources requirements:
o Personnel:
o EMC (21 FTE): FV3-GFS Model development, physics, and DA
o ESRL (2 FTE); GFDL (3 FTE)
o HPC for development: ~20 M CPU hrs per month on WCOSS, Theia, Jet and Gaea; ~500 TB scratch
space and ~2 PB HPSS storage prior to implementation

Dependencies/linkages with other projects:
o NEMS/ESMF framework advancements
o ESRL/PSD DA integration including stochastic physics
o Readiness and availability of data from GOES-16, JPSS (NOAA-20) and COSMIC-2
o GFDL IPDv4; DTC/GMTB CCPP
o Advanced Physics options recommended by SIP Physics Working Group
o MET based verification and validation (delayed)
o Refactored NCEP POST (UPP) and product generation (delayed)

(@]
o Joint Effort for DA Integration (JEDI) (delayed)

Core development partners and their roles:

o NCEP/EMC: Model development (including physics and data assimilation), integration into NEMS
framework and unified workflow, code management, retrospective and real-time experiments,
testing and evaluation, transition to operations

o ESRL/PSD and JCSDA: DA development support

o ESRL/GSD; DTC/GMTB: CCPP. Physics development and T&E

o ESRL/NESII: The NOAA Environmental Software Infrastructure and Interoperability (NESII) team
provides ESMF/NUOPC advances and NEMS development and integration support.

o Research activities funded by NGGPS, JTTI and other programs for R20

Major Milestones:

FV3-GFS V1.0 (GFS V15):
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0 Q3FY18: Pre- and Post- Processing; verification and validation: generate downstream products and
evaluate impacts on production suite dependencies (completed)

© Q3FY18: Performance evaluation of FV3-GFS: Conduct fully cycled forecast experiments; code
optimization; performance evaluation; real-time data delivery to the field through para-nomads;
perform pre-implementation testing through 3-year retrospective and real-time evaluation of
FV3-GFS; and prepare model for transition to operations (on target)

o Q4FY18: FV3-GFS code hand-off to NCO (on target)

o0 Q2FY19: Replace GSM based GFS with FV3-GFSV1.0 (GFS V15) in NCEP operations (on target)

FV3-GFS V2.0 (GFS V16):

0 Q1FY19: Integrate CCPP into FV3-GFS and establish Hierarchical Testing Framework to support
testing and evaluation of advanced physics options

o Q2FY19: Configure increased vertical levels and higher model top configuration for data
assimilation

o Q3FY19: Couple FV3-GFS with WaveWatch-IIl (two-way interactive) and evaluate forecast
performance

o Q4FY19: Test and evaluate advanced physics configurations targeted for FV3-GFS V2.0 and finalize
Advanced Physics configuration for FV3-GFS V2.0

0 Q2FY20: Conduct fully cycled forecast experiments; code optimization; performance evaluation

o Q3FY20: Real-time data delivery to the field through para-nomads; perform pre-implementation
testing through 3-year retrospective and real-time evaluation of FV3-GFS V2.0; and prepare
model for transition to operations

0 Q4FY20: Prepare FV3-GFS V2.0 for transition to operations through code hand-off to NCO

o0 Q2FY21: Implement FV3-GFS V2.0 (GFS V16) into operations

FV3-GFS V3.0 (GFS V17):
o Q4FY21: Roll out preliminary configuration for FV3-GFS V3.0 (GFS V17) under the UFS

infrastructure and inputs from UFS community
FV3GFS Global Deterministic Model Implementations

Timeline [ FY18 [ FY19 [ FY20 [ FY21

Component | @3 | @ | a1 | @ [ @ [ aa | a [ @ [ @ | e | @ [ @ [ a3 | a4

FV3GFS V1.0

Transition FV3GFSV1.0 into operations ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

FV3GFS V2.0

Integrate CCPP into FV3-GFS and
establish Hierarchical Testing
Framework

Configure increased vertical levels and higher

‘model top confi ion for data L
Couple FV3-GFS with WaveWatch-111 (two-
way int ive) and eval fi
performance
Test, eval and finali d d physics configuration

Conduct fully cycled forecast
experiments and performance evaluation

3-year retrospective and real-
time evaluation of FV3-GF5
V2.0

Code hand-off and transition
to operations

FV3GFS V3.0

Develop preliminary configuration for FV3-GFS
V3.0 (GFS V17) under the UFS infrastructure and
inputs from UFS community
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Project 1.2: FV3-Global Ensemble Forecast System (FV3-GEFS):

Project overview: The FV3-GEFS project will assemble, test, and prepare for the implementation of an
upgraded Global Ensemble Forecast System (FV3-GEFS) which will extend the weather forecast guidance
to weeks 3&4 (35 days). The FV3-GEFS implementation will be accompanied by a ~20-year reanalysis
and reforecast. The FV3-GEFS will be implemented within the NEMS framework using the FV3
dynamical core and IPDv4, and is consistent with the development and implementation plans for the
FV3-GFS supported by NGGPS and CPO. The FV3-GEFS project will have close coordination with the
FV3-GFS project, and the ESRL/PSD reanalysis project to ensure timely execution of the reforecasts
leading to implementation of FV3-GEFS (GEFS V12) in operations. The model configuration for FV3-GEFS
will include 2-Tier SSTs using calibrated CFS SST forecasts. A fully coupled FV3 atmospheric model to
Ocean (GFDL Modular Ocean Model MOMS6), Sea-Ice (CICE), and Land (Noah Land Surface Model)
components is being developed for implementation in the next upgrade cycle for FV3-GEFS (GEFS V13).
The data assimilation systems for the component models will be uncoupled. The FV3-GEFS reforecast
experiments will rely on ESRL/PSD’s atmospheric initial conditions based on the ~20-year atmospheric
reanalysis project.

Major Risks and Issues:

e Computational resources dedicated for model development, tuning, and for operations,
including procurement of disk space for reanalysis/reforecast (5150K sent to NCO for NOMADS
disk augmentation in early FY2018).

e Timely execution of reanalysis/reforecast project, which in turn depends on computational
resource availability and the stability of the FV3 model and data assimilation system. When the
reanalysis is generated (using FV3), the FV3 system should be as close as possible to the
eventual operational version.

Major resources requirements:
e Personnel:
o EMC (18 FTE): Ensemble model development, coupled system development, Reforecasts,
T&E and transition to operations
o ESRL/PSD (~6 FTE): Reanalysis/reforecast and GEFS development in FY2017.
o GFDL (TBD)
e HPC for development: ~25 M of CPU/month; ~500TB of disk space; ~5 PB of archive (tape) space

Dependencies/linkages with other projects:

e NEMS/ESMF framework advancements.

e Via collaboration with DA team, a stable, agreed-upon procedure for atmospheric ensemble
initialization, via presumably 4D-En-Var system. We will need resolution of whether EnKF used
in 4D-En-Var will be moved from the late to the early DA cycle, and then whether GEFS
atmospheric initial conditions will be initialized from analysis perturbations (EnKF in early cycle)
or from 6-h forecast perturbations (EnKF in late cycle).

e Reanalyses and reforecasts are available, data sent to key partners (MDL, CPC, NWC) prior to
ops.

e ESRL/PSD stochastic physics methods successfully ported, tested, and verified in the FV3/NEMS
framework (ESRL/PSD in collaboration with EMC staff).

e Transition to VLab and Code Management/Governance for coupled system components

Core development partners and their roles:
e NCEP/EMC: Ensemble Model development (including integration into NEMS framework and
unified workflow); test ensemble perturbation methods (SPPT, SKEB, SHUM and land surface
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parameter perturbations); test representation of process-level uncertainty in physics; ~30-year
reforecasts including extension to weeks 3&4; determine optimal configuration for ensemble
size and resolution; develop post-processing, bias corrections, and products for FV3-GEFS;
conduct retrospective and real-time experiments, testing and evaluation, and transition to
operations

e ESRL/PSD: Reanalysis project; development of stochastic physics methods; methods for
postprocessing of model guidance in the National Blend of Models project.

® NCAR, NCEP/CPC, and others: Evaluation metrics and support for verification and validation

Major Milestones:

FV3-GEFS V1.0 (GEFS V12):

e Q2FY19: Produce ~20-year reanalysis datasets: Mainly ESRL/PSD activity. Determine
configuration of the reanalysis system; develop observational database for reanalysis; prepare
observational inputs; and produce reanalysis suitable for reforecasts and calibration. (on target)

® QA4FY19: Produce ~30-year reforecast datasets for FV3-GEFS: Finalize ensemble configuration
and produce reforecasts consistent with the reanalysis data; extend the reforecast length to 35
days; conduct pre-implementation T&E; transition the system for operational implementation
(on target)

e Q2FY20: Transition FV3-GEFS (GEFS V12) into operations (on target)

Other Milestones associated with this project:

Unification of Global Wave Ensembles into FV3-GEFS:
e (Q2FY19: Couple FV3-GEFS to Wave Watch lll ensembles: Integrate the wave model ensembles
into FV3-GEFS using NEMS/NUOPC coupler; replace global wave model products with the wave
coupled FV3-GEFS.

Unification of Global Aerosol Component into FV3-GEFS:
® (Q2FY19: Couple Aerosol Model to FV3-GEFS: Integrate the aerosol chemistry module (GOCART)
into FV3-GEFS (control member only) using NEMS/NUOPC coupler; replace operational NGAC
products with the aerosol coupled FV3-GEFS

FV3-GEFS V2.0 (GEFS V13) (Combined with $2S Development for UFS Coupled Model; See Annex 8
Project 2b):

® (Q4FY18: Development of Coupled FV3-MOM®6-CICE5-WW3 model: technical demonstration of
working of the UFS coupled system for S2S scales
Q2FY19: Add NOAH-MP Land Surface Model into FV3-GEFS system

Q1FY20: Test Coupled system out to week 3-4 using GEFS v12 configuration [Forecast only, full
cycling when Marine DA is ready]

Q1FY20: Development of DA capability for MOMG6, CICE5, WW3, LAND, AEROSOL

Q3FY20: Enhance Atmospheric and Marine Perturbation techniques to improve skill

Q3FY20: Explore alternative physics options and test balance across air - sea interface
Q3FY21: Reanalysis & Reforecast & Evaluation & Validation
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® Q4FY21: Code hand-off to NCO for operational implementation

FV3GFS Global Sub-Seasonal Ensemble Model Implementations
Timeline [ FY18 [ FY19 [ FY20 [ FY21
Component | a3 [ e | a | @ [ @ [ aa | a1 | a2
FV3GEFS V1.0 (GEFS V12.0)

A
A
A
o
A
b

FV3GEFS5 V2.0 (GEFS V13.0)

Project 1.3: FV3-Seasonal Forecast System (FV3-SFS):

Project overview: The FV3-SFS project will develop the next generation seasonal forecast system based
on the FV3 dycore. The seasonal forecast system will provide model guidance out to 9 months. FV3-SFS
will include all the components that are being developed for the FV3-GEFS system (coupling between
FV3, MOM®6, WAVEWATCH lll, CICE5) with focus on processes that occur at longer time scales than those
for FV3-GEFS. (Note: There is a lot of overlap in processes at the week 3&4 scale of FV3-GEFS and the
longer time scale of FV3-SFS and developments will be leveraged for both systems). The ensemble
perturbations will be expanded to the ocean model to provide greater spread for the coupled system.
The initialization of the other components (land, aerosol waves, ice) will also be developed.

e This project will follow the S2S Development Schedule shown in GEFS V13 milestones.
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See Annex 8 Project 2b (Development of Coupled Atmosphere-Ocean-Ice Wave System for
sub-seasonal to seasonal)
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ANNEX 2: SYSTEM ARCHITECTURE

System architecture can be defined as “the fundamental organization of a system, embodied in its
components, their relationships to each other and the environment, and the principles that govern its
design and evolution.”[1],[2] The UFS system architecture serves as the backbone of a unified modeling
system, and must provide high performance, reliable technical and scientific functions for a range of
different forecast products. The design of the architecture is relevant to research community partners
because it must make it easy for them to perform runs and experiments, and participate as full partners
in model development. The evolving system architecture is being designed to conform to a set of
principles articulated by the System Architecture Working Group, available in an initial report, System

Architecture for Operational Needs and Research Collaborations.

An initial conception of the system architecture (Fig. 1) is a layered, component-based structure, divided
into (1) a Workflow Environment that includes a user interface and database of experiment metadata
for previous runs, including metadata about input datasets and observations/analyses used for
verification, (2) a Prediction Package layer that consists of a sequence of pre-processing, data
assimilation, forecast, and post-processing jobs, (3) a Modeling and Data Assimilation Application layer
that includes the coupling framework (the NOAA Environmental Modeling System, or NEMS), a
prescribed interface between atmospheric physics and dynamics, model components, and data
assimilation components, and (4) a layer of Libraries and Utilities. Each layer utilizes components, which
can be defined as “composable” software elements that have a clear function and interface. The system
architecture includes elements that are complete and others that are still in progress. The portion of the
system diagram that relates to coupled modeling applications is shown in teal and black. NEMS is shown
in teal and includes a main coupler, a space weather coupler, a driver, and tools for building applications

and running specific cases.

Many questions with a bearing on system architecture require scientific research, with the answers
relating either to Earth system processes and their interactions or to the impact on predictability and
prediction skill as a function of lead time; e.g., intra- and inter-component interactions (aerosols in 3D
interface; atmospheric columns shading each other at high resolution; coupling ocean and sea ice as
“fast” process; lateral water movement at and below the land surface). All have a bearing on R20 and
O2R (support). In addition to prioritizing the scientific agenda, the following are example critical-path

projects that are needed to establish the SA in conformance with the principles articulated above.
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Figure 1. Diagram showing the four main layers in the unified modeling system architecture: Libraries and Utilities,

Modeling and Data Assimilation Applications, Prediction Packages, and Workflow Environment. Purple boxes
indicate parts of the Workflow Environment and databases, with thick light blue lines indicating sequence. Red
boxes indicate executables while the thin lines around them represent scripts that invoke the executables. Teal
boxes show NEMS infrastructure. Black boxes represent science components, caps, and mediator components.
Orange boxes show subcomponents of the atmosphere model component. Pink boxes show parts of the data

assimilation system. Blue boxes show utilities and libraries. The Prediction Package sequence shown is typical; it

may change for different applications.

Project 2.1: Support for Coupling Infrastructure and Component Integration

Many of the projects in the SIP require coupling infrastructure and expertise. The NGGPS global model

suites in development (Annex 1) use ESMF and the NUOPC Layer, which are well-established community

software packages for building and coupling models. Other SIP projects, such as coupling of upper

atmosphere to ionosphere (Annex 4), have also developed coupled systems using ESMF and the NUOPC

Layer. These packages offer advanced features that are not available in other U.S. frameworks, including

general grid representation and parallel remapping (2D and 3D), run-time sequencing of components,

extensive documentation, and a large user base that includes federal centers and data/viz products like

NCL and UV-CDAT. The ESRL/GSD NESII team coordinates the development and distribution of ESMF

and the NUOPC Layer.
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Development of the UFS creates demand for integration of new model components, the need to
transfer component code with minimal code changes among GFDL, NCAR, EMC, NASA, and Navy
centers, requests to add new features (such as specific output formats), requests for coupled system
optimization, and requests for user support. This demand creates work for the NESII development and
support team in three areas, defined here as three subprojects: 1) base support (routine questions,
features, release preparation, installation, etc.), 2) development of a shared NUOPC-based mediator
that can support the scientifically different CESM and GFDL coupling strategies, and 3) component

integration projects.

Project 2.1a: Base support for ESMF and the NUOPC Layer

Project overview: ESMF and the NUOPC Layer are mature, portable, high-performance software
packages. Although major development is complete, the continued viability of the software requires
adding new feature requests, porting to new platforms, adapting to emerging computing architectures
and new scientific directions, addressing user requests, running a training program, preparing releases,
and offering extensive documentation. Base support for ESMF and the NUOPC Layer has been provided

through contributions from multiple agencies, including NOAA.
Major Risks and Issues:

e Demand for ESMF and NUOPC Layer expertise for projects 1b and 1c directs resources away
from basic development team activities like porting, testing, adding features, and releasing

software. At the same time time it creates additional demands for these core functions.
Major resources requirements:

® Personnel:
o NCAR/ESMF: 2 FTEs (There are in-kind contributions from NASA and Navy to make a
standing core team of about 6)

e HPC for development:
Dependencies/linkages with other projects:

® NGGPS and other Annex projects that require coupling, see Project 1c.
Core development partners and their roles:

o NCAR/ESMF: Leads development of the ESMF/NUOPC software.

® GSD/NESII: Participates in ESMF development, coordinates NOAA requirements.

e NCEP/EMC: Communicates requirements; uses and tests the ESMF/NUOPC software.
e GFDL: Communicates requirements.

o NRL: Communicates requirements; uses and tests the ESMF/NUOPC software.
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® NASA: Communicates requirements; uses and tests the ESMF software.
e DOE: Provides finite element mesh frameworks used in ESMF; uses the ESMF regridding

software; ANL DOE partner in ESMF optimization project.

Major Milestones:

Q4FY19: Delivery of the ESMF/NUOPC v8.0.0 release, following the priorities set by the ESMF
Change Review Board. Release contents and schedule:

https://www.earthsystemcog.org/projects/esmf/schedule_1802

Project 2.1a Base support for ESMF and the NUOPC Layer

Base Support for ESMF and the NUOPC Layer
Timeline FY18 FY19 FY20
Q3 Q4 Q1 Q2 Q3 Q4 Q1

ESMF/NUOPC v8.0.0 release

Project 2.1b: Community Mediator Development

Project overview: This project will extend the capabilities of the NEMS mediator and transition it to a
community-supported component within the CIME (Common Infrastructure for Modeling Earth)
repository. The community mediator is being implemented in partnership with NCAR, GFDL, EMC,
ESMF/NUOPC, and others, with the goal of developing a highly flexible tool that can support both CESM
and GFDL coupling strategies. An early step, in progress, is to confirm that the GFDL scientific coupling
strategy can be replicated using ESMF/NUOPC. This includes the exchange grid approach to conservative
interpolation and implicit coupling. NEMS currently implements a CESM approach to coupling, with no
exchange grid and all explicit interactions. In addition to promoting more direct technology transfers
from research to operational centers, the community mediator will enable controlled experimentation

with different coupling science techniques.
Major Risks and Issues:

e Coordination and communication among working groups.
e Minimal disruption and expended effort during any replacement of NEMS mediator is a

requirement. Replication of previous results is desired.
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Major resources requirements:

e Personnel:
o NCEP/EMC: .5 FTE
o GFDL:1FTE
o NCAR:1FTE
o GSD/NESII: 1 FTE

e HPC for development:
Dependencies/linkages with other projects:

® FV3-Global Forecast System - the FV3-GFS uses ESMF/NUOPC infrastructure to implement
asynchronous write components. The implementation of ESMF/NUOPC for this FV3-GFS
standalone use should be compatible with the implementation of the NUOPC cap set up for
coupled interactions.

® FV3-Global Ensemble Forecast System - the FV3-GEFS is a customer for the community
mediator.

® FV3-Seasonal Forecast System - the FV3-SFS is a customer for the community mediator.

® Other coupling efforts shown in the table in 1c may be customers for the community mediator.
The NESII team is developing regional nested coupled models for Navy using NUOPC, and it may

be possible to define a regional/nest community coupling approach.
Core development partners and their roles:

e NCEP/EMC: Integration and testing of the community mediator in the NEMS environment;
communication of EMC requirements; contributions to design and implementation.

® GSD/NESII: Development of the underlying ESMF/NUOPC framework; partner in design and
implementation of the community mediator.

® NCAR: Partner in design and implementation of the community mediator; communication of
NCAR requirements; integration and testing of the community mediator in the CIME
environment; development and support of CIME.

® GFDL: Partner in design and implementation of the community mediator; communication of
GFDL requirements; integration and testing of the community mediator in the GFDL

environment.

Major Milestones:
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o QA4FY18: Demonstrate that ESMF/NUOPC Layer can replicate key GFDL coupling functions,
including the exchange grid and associated data structures.

® Q4FY18: Demonstrate that the community mediator can replicate all NEMS coupling functions,
and replace the NEMS mediator with the community mediator, updating mediator
documentation.

® (Q2FY19: CMEPS design plan for supporting multiple coupling science options. (HSUP 1A-3)

e (Q2FY19: Validate GFDL coupled configuration with all active components using ESMF/NUOPC
infrastructure and GFDL scientific coupling strategy against GFDL native configuration. (HSUP
1A-3)

® (Q3FY19: Produce updated CMEPS User’s Guide. (HSUP 1A-3)

Project 2.1b Community Mediator Development
Community Mediator Development

Timeline FY18 ENilS) FY20
Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4

Replicate GFDL coupling functions
with ESMF/NUOPC

Replicate NEMS coupling functions
with CMEPS

CMEPS design plan for multiple
coupling science options.

Validate GFDL all active coupled
configuration using ESMF/NUOPC

Produce updated
CMEPS User’s Guide.

Project 2.1c: Support for FV3GFS Coupling Projects

Project overview: There are multiple projects defined by other working groups which will integrate the
FV3GFS with additional components within the NEMS framework. Developing these coupled
applications to conform to a unified modeling system architecture will require ongoing coordination
across working groups, evaluation of the system architecture, and refinements to the architecture. This
project introduces practices which help to ensure that near- and mid-term decisions made by working
groups that relate to the system architecture are open, informed, and evidence-based. This activity will

require coordination with the governance working group.
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Major Risks and Issues:

e Coordination among working groups.

® Open and informed planning and decision making.

e Closer coupling of ice and ocean model components is anticipated in the next five years, and

may require merging these components.

Major resources requirements and Dependencies/linkages with other projects

GSD/NESII (or equiv. expertise) coupling infrastructure team:

NESII FTE

S FTE

S FTE

.2 FTE

.2 FTE

Annex
and
Project

Annex 1,
P1

Annex 1,
P2 and P3
Annex 8§,
2b

Annex 4,
P1and
Annex 7,
P1

Annex 4,
P2 and P3
Annex 8§,
P1

Annex 2,
P2

Task

FV3-Global Forecast System - Participation in design and
implementation of the asynchronous write component, starting

to include aspects of post-processing.

FV3 Global Ensemble Forecast System and FV3-Seasonal
Forecast System - assistance with integration of FV3-GFS,
MOMS6, CICE5 and later WAVEWATCH-III, and GOCART,

assistance with specialized initialization and run sequences.

Design participation in development of the FV3-Regional
standalone system. Annex 7, P1 (CAM) not sure of connection;

looks like it requested NESII input.

Annex 4, P2 and P3 and Annex 8, P1: Design participation in
FV3-based regional forecast systems with moving nests. Nesting
and coupling demonstrated in NEMS with previous atmosphere

but design may need to change for new atmosphere.
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1FTE Annex 4, 3D coupling of upper atmosphere with IPE ionosphere model.

P4 Demonstration of one way 3D coupling in NEMS with previous
Annex 2, atmosphere is scheduled to transition to operations. Working
P3 . o
on two-way coupling and generalization of space weather
mediator for FV3-GFS. Contributions to coordination and
analysis as well as infrastructure.
.2 FTE Annex 5,  Coordination with the physics team, on chemistry, land, and
(ongoing)  P3, Annex radiation components that may use concurrency/remapping.
9, P5
.1 FTE Annex 6, Help using and optimizing ESMF grid remapping in the JEDI
(ongoing)  P1 unified forward operator - demonstrated desired remapping.
Prototyping of interaction between ESMF/NUOPC and JEDI at
the model interface and driver level.
0 FTE Annex 8, Ongoing support for FV3-GFS and WAVEWATCH-III coupling,
P2c currently focused on memory optimization.
.2 FTE Annex 8, Integrated water modeling - a demonstration of separate LIS
(ongoing) P3and land and WRF-hydro hydrology components with coupled

Annex 9, atmosphere-ocean was completed, and next steps need to be

P5 determined. This is linked to questions of disposition of the land
model. This also include support for Coastal Act coupling of
ADCIRC and WAVEWATCH-III.

S5 FTE Annex 10, Integration of unified GOCART chemistry component with
P1 FV3-GFS is completed, now working on CMAQ chemistry
component.

HPC for development:
Core development partners and their roles:

e NCAR/ESMF: Leads development of the ESMF/NUOPC software, assists with integration of
components within the NEMS framework; expertise in community support.

e NCEP/EMC: Integration of components within the NEMS framework; communication of
requirements.

e GFDL: Expertise in the science of component coupling; coupling of FV3 with MOM5/6 and ice.



® GSD/NESII: Partner in development of coupled systems within NEMS, including integration of
CICE5, MOMD5, and WAVEWATCH; expertise in ESMF/NUOPC and the NEMS mediator.

Major Milestones:

® 2QFY19 - Form project teams that include coupling infrastructure, workflow, and other relevant
technical expertise with the Dynamics and Nesting, Land, DA, and other working groups as
needed.

® 2QFY19 - In conjunction with the UFS Steering Committee, define design and implementation
review processes for conformance with the UFS architecture.

® Major milestones involving coupled system infrastructure as defined by science working groups

and the UFS Steering Committee.
Project 2.1c: Support for FV3-GFS Coupling Projects
Support for FV3GFS Coupling Projects

Timeline FY19 FY20 FYy21
Q1 Q2 |@3 @4 Q1 |@2 |@3 |4 Q1 |@2 Q3 |4

Form project teams with other SIP WGs
including Dynamics and Land

Define review processes for conformance
with the UFS system architecture

Coupling support for UFS applications as
required by SIP WG plans

Project 2.1d: Update and Optimize Component Model Interfaces

Project overview: NUOPC caps are software that interfaces component models with the coupling
infrastructure. The aim is to have one cap for each model component for use across organizations (i.e.
one HYCOM cap). In the UFS, the NUOPC caps have evolved independently and quickly as capabilities
and interfaces were rapidly added to components, sometimes by multiple centers. The design of the
caps is inconsistent, and in some cases ad hoc and insufficiently documented. In particular, the FV3GFS
cap has evolved quickly and has inefficiencies in its design, including unnecessary copies, and does not
have a consistent approach to verbosity. An additional challenge is that the caps likely will need to

interface with data assimilation software.

The design of the caps will become more critical as the UFS evolves, and continues adding complexity.

This task is to focus on optimization and documentation of caps in UFS, especially those associated with
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additional capabilities or optimizations that are needed for hurricane prediction. The outcome will be

direct, short-term improvements in performance and behavior of the UFS.
Major Risks and Issues:

e Coordination and communication among working groups, including DA and physics.

e Minimal disruption to ongoing UFS efforts is a requirement.
Major resources requirements:

® Personnel:
o GFDL:.2 FTE
o GSD/NESII: .4 FTE

e HPC for development:
Dependencies/linkages with other projects:

e Data Assimilation Working Group and the JEDI project, for ensuring smooth transition and
optimized performance between JEDI and ESMF/NUOPC component interfaces, especially as

coupled DA evolves.

® CCPP and related infrastructure, for ensuring that there is a smooth transition between physics

interfaces and ESMF/NUOPC interfaces for components that may choose to use both/either,

such as land, chemistry, and radiation.
Core development partners and their roles:

e NCEP/EMC: Integration and testing of changes in the NEMS environment; communication of
EMC requirements; contributions to design and implementation.

® GSD/NESII: Development of the underlying ESMF/NUOPC framework; partner in design and
implementation of the community mediator.

® GSD/NCAR/GMTB: Development of CCPP and associated infrastructure.

® NCAR: Partner in design and implementation of the community mediator; communication of
NCAR requirements; integration and testing of the community mediator in the CIME
environment; development and support of CIME.

® GFDL: Partner in design and implementation of the community mediator and FMS
infrastructure; communication of GFDL requirements; integration and testing in the GFDL

environment.
Major Milestones:

® QI1FY19: Coordinated cap and driver design plan with DA/JEDI and ESMF/NUOPC.
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® Q4FY19: Updates to FV3GFS, ocean, and wave caps for hurricane modeling needs and for
improved design (e.g. fewer data copies, consistent approach to verbosity).

e Q2FY20: Coupled DA/JEDI prototype demonstrating coordinated caps and drivers.

® (Q3FY20: Optimized FV3GFS and other caps for v0.1 tests of HAFS.

Project 2.1d Update and Optimize Component Model Interfaces

Update and Optimize Component Model Interfaces

Timeline Fy18 FY19 FY20
Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4

Coordinated design plan with
DA/JEDI and ESMF/NUOPC

Coupled prototype with DA/JEDI
and ESMF/NUOPC interaction

Updates to FV3GFS and other
caps for HAFS and better design

Optimized FV3GFS and other
caps for v0.1 tests of HAFS

Project 2.2: Advance Model Coupling Infrastructure for HAFS

Project overview: One of the more challenging unified modeling system architectural issues relates to
nesting. Multiple moving nests in a single component require specialized and efficient infrastructure.
The requirements on the infrastructure become more complex when that component is coupled to
others, which may also be nested. There are up-front considerations that include the treatment of
boundary values, capabilities of the grid remapping package and the component representation, the
interaction of nests with land, ocean, wave, and potentially hydrologic components, and considerations
of using one primary or multiple frameworks. This project entails engaging with the dynamics and
nesting group to understand architectural implications of these issues, and to assess alternatives with

subject matter experts.

Major Risks and Issues:
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e Coordination among working groups

® Open and informed planning and decision making.

Major resources requirements:

® Personnel: See table in 1c.

e HPC for development:

Dependencies/linkages with other projects:

e FV3 static and moving nesting projects, including Moving Nests for FV3 (EMC Approach, includes

development of DA and coupling to ocean/waves for hurricanes) (FY17/18-20)

Core development partners and their roles:

e AOML

e GFDL

e EMC

e GSD/NESII

Major Milestones:

® QA4FY19: FV3GFS static nest coupled to ocean (HYCOM or MOMSG6) and wave.

® Q3FY20: Performance analysis and optimizations to coupling as needed for v0.1 tests of HAFS.

® Q4FY20: Changes needed for Hurricane Supplemental applications integrated into a common
CMEPS code base, with updated CMEPS User’s Guide.

Project 2.2 Advance Model Coupling Infrastructure for HAFS

Advance Model Coupling Infrastructure for HAFS

Timeline

FY18

Pk

FYZ20

Q3

Q4

Q1

Q2

Q3

Q4

Q1

Q2

Q3

Q4

FV3GFS static nest coupled to
ocean and wave

Optimizations to coupling as
needed for v0.1 tests of HAFS

Changes for HAFS in CMEPS,
with updated User’s Guide

Project 2.3: System Architecture Design and Metrics for the Graduate Student Test
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Project overview: The Graduate Student Test (GST) defines the requirements for enabling capable
graduate students studying meteorology, physical oceanography, land surface hydrology or climate
dynamics to conduct research with operational codes held in common publicly accessible repositories.
Separate GSTs may be needed for different applications, including the FV3-GFS, S2S, regional
stand-alone and others. The GST includes steps for obtaining, being trained on, running, changing,
testing, evaluating, and transitioning code. A scenario for how researchers outside NOAA might take up
community codes to do original research such that it could undergo a transition to operations was also
developed. This task is to create and assess metrics of the Graduate Student Test relevant to the UFS
system architecture. Ongoing evaluation of the strategies for engaging graduate students will be used to

evolve and refine the tasks.
Major Milestones:

® QI1FY19: Assess delivery of FV3GFS-MOMG6-CICE5-CMEPS based on GST metrics.

Project 2.3a: Training
Project overview: Develop a course or mini-curriculum, possibly online, on how to use the codes and

workflows associated with the ESMF/NUOPC/CIME/CMEPS suite.

Major Risks and Issues:

e Coordination among working groups

e Open and informed planning and decision making.
Major resources requirements:

® Personnel: TBD

e HPC for development: Minimal
Dependencies/linkages with other projects:

® Must be tightly coordinated with Infrastructure WG efforts to define workflows for various

applications.
Core development partners and their roles:
e COLA/GMU
Major Milestones:

e (Q2FY19: Develop syllabus of course.
e (Q3FY19: Develop curriculum materials.

e QI1FY20: Online course up and running.
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Project 2.3a Graduate Student Test: Training

Graduate Student Test: Training
Timeline FY19 FY20
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4

Develop syllabus of course.

Develop curriculum materials.

Online course up and running.

Project 2.3b: Experience

Project overview: Exercise the various steps of the Graduate Student Test by engaging at least two
students: a first-year graduate student and an advanced student. The milestones previous identified are
listed below. For each milestone, the metrics include: (a) time to solution; (b) number of contacts
needed to reach that milestone; and (c) a qualitative ease-of-attainment assessment.

1. Get code. Easily identify which code to get and which options are available. Access code on systems
available to the public.

2. Run code. Easily obtain workflow (script) for given experimental setup, possibly including ensembles.
Understand and access setups with active and passive (data) components and cold-start or DA-cycling
runs.

3. Change code. Either parameterizations, components (models), or coupling strategies.

4. Test code. Have access to both standard unit/system tests and functional tests. Easily obtain test data
sets.

5. Evaluate code. Easily obtain and use standard diagnostics of general behavior and individual

processes.

Major Risks and Issues:

e Coordination among working groups
e Timing of public release and operational implementation
e Usage of pre-release (beta) codes by graduate students - potential for forking code and limiting

value of development (e.g. unsuitable for transition to operations)
Major resources requirements:

® Personnel: TBD
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e HPC for development: Substantial HPC resources, likely outside NOAA will have to be identified
Dependencies/linkages with other projects:

e Availability of HPC resources at facilities accessible to graduate students (possibly non-US)
e Availability of running code on relevant HPC platforms - may have to explore containerization or

other form of deployment on non-NOAA systems
Core development partners and their roles:

e NCAR
e COLA/GMU

e University student participants.
Major Milestones:

® (Q3FY19: Graduate students obtain credentials on repository and demonstrate facility in
checking out code.

e (Q3FY19: Graduate students run experiment with standard code.

® (Q3FY19: Graduate students demonstrate capability to change the code and evaluate its effect
and performance using both standard test harness assessment and customized evaluation

methods.
Project 2.3b Graduate Student Test: Experience
Graduate Student Test: Experience

Timeline [F7 ] FY20
1 Q2 Q3 Q4 1 Q2 Q3 Q4

Graduate students obtain credentials on
repository and demonstrate facility in
checking out code.

Graduate students run experiment with
standard code.

Graduate students demonstrate
capability to change the code and
evaluate its effect and performance
using both standard test harness
assessment and customized evaluation
methods.

Project 2.3c: Transition
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Project overview: Develop a clear technical pathway for transition from research to operations,
accounting for evolving nature of public release and operational codes. Requires input from the UFS

Steering Committee.

Major Risks and Issues:

e Coordination among working groups

® Policy for transition from research to operations - rules of engagement, responsible parties.
Major resources requirements:

® Personnel: TBD

e HPC for development:

Dependencies/linkages with other projects:
® Steering committee

Core development partners and their roles:
e EMC

Major Milestones:

® QI1FY19: Participation of members of the system architecture group in the development of a

document describing the R20 transition.

(1]
See for example IEEE/ISO/IEC 42010-2011.

(2]

The system architecture should be distinguished from the software infrastructure. The software infrastructure

is a set of technical building blocks that represent a wide range of implementation options. The system
architecture defines what choices are made and what is built; the software infrastructure is a set of tools for

building it.

33



Annex 3: Infrastructure

The Unified Forecast System (UFS) Infrastructures group has purview over three different projects areas.
Because these projects are unique, it was decided to disband the original NGGPS working group and
create individual sub-groups dealing with Repositories, Data Portal, and Community Workflow. The only
currently active sub-group is Repositories. The Community Workflow has been transitioned to the
Software Architecture Working Group who has created a cross Annex focus group encompassing
individuals from the Repository sub-group to address this issue. In Figure 1, the task plan for
Infrastructure group is shown with a concurrent, three-pronged approach to attack the focus areas.

Community end-to-end workflow preparation

Data Portal to serve the community

UFS Repository Creation

Mar Sep lan
2018 2018 2019

Version 0 Version 1 released Demonstrate Release operational
released to to community incl. community workflow FV3GFS for
community for utilities, workflow, using a prototype open development
exploration UPP, etc. seasonal prediction
application

Figure 1: Three-pronged progression to open-development

Figure 2 is taken from a document in development to define research to operations (R20). To quote a
relevant section of the explanation:

“The segment at the top of the figure, labeled AB, is the primary realm of the UFS
governance. The point A is at the interface with the community. The point B is at
the handoff of an evaluated candidate for operations for transition into the
operational protocol of NCEP Central Operations (NCO). At this handoff, the
procedures of Environmental Equivalence 2 (EE2) Consolidated Document are
applicable. The UFS governance has negotiated and informed interfaces at A and B;

the UFS governance has influence at these interfaces.”
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https://docs.google.com/document/d/1qcRwEWVaInN7YywVrV5nwmU5dqyX2kWiIiB3IYi6nyc/edit
https://docs.google.com/document/d/1qcRwEWVaInN7YywVrV5nwmU5dqyX2kWiIiB3IYi6nyc/edit
https://www.earthsystemcog.org/site_media/projects/ufs-sc/EE2-2017.11.29.pdf
https://www.earthsystemcog.org/site_media/projects/ufs-sc/EE2-2017.11.29.pdf

Based on the quoted section, the charter of the UFS Steering Committee and ensuing
governances ends with the onset of transition to operation. Therefore the Repositories and
Community Workflow processes apply only to the realm to the left of endpoint B.

Evidence-based, Test-driven Gateways

e
L

DE]D
o

O
o U

O

YYYYYY
o — O

0
=g

)

Candidate for Operations
Integration of Components into UFS Candidate Systems

Community Components for Inclusion
in UFS Repositories

Figure 2: Development lifecycle

Although beyond the scope of this document, it is important to understand the relationship between
NCO and community-available versions of operational UFS applications. Once a candidate for
operations has been determined, NCO will acquire the complete source code for the specific application
into a single repository on a dedicated repository server behind the firewall at NCEP/EMC. While it is
understood that NCO engineers will need to make changes as the transition progresses, this does not
mean the operational version will diverge from that available to the community. It will be the
responsibility of the team leading the transition to ensure operational sources maintained within the
NCO internal repository remain synchronized with those accessible by the community. The anticipated
changes are to enhance performance, improve error handling, introduce/fix machine specific constructs,
and increase readability.

Project 3.1: Repository Management

Project Overview: The Unified Forecast System (UFS) is a community-based, coupled comprehensive

Earth system modeling system to support NOAA's operational numerical weather prediction system.
The UFS is not a single application with support for hourly to seasonal timeframes, but instead is a
collection of source systems used in building targeted applications for specific purposes. To be
successful, the UFS must employ a common modeling architecture and associated infrastructure. In this
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https://www.earthsystemcog.org/projects/ufs-sc/definition_ufs
https://www.earthsystemcog.org/projects/ufs-sc/definition_ufs
https://docs.google.com/document/d/1Vyc-ZO4c7kqcf1EjAEHylJdTzQFee3SfYwk34oNiouU/edit
https://docs.google.com/document/d/1Vyc-ZO4c7kqcf1EjAEHylJdTzQFee3SfYwk34oNiouU/edit

context, infrastructure consists of three major areas: repository management, workflow, and open
access to a data portal. The goal of this document is not to define the suite of applications that will exist
within the UFS, but to lay out a strategy for managing community development within an application.

Defining a comprehensive, community-friendly repository strategy for the UFS, which also satisfies
operational constraints, is a complex problem. The approach here is to define the elements of the
strategy - repository types, locations, and key interaction processes - and use this defined terminology
to describe a set of use cases (including actors and events).

The key principles are:
e Clearly define and communicate the UFS repository structure and practices
e Utilize open repositories to maintain transparency
e Facilitate collaboration between the community and different agencies
e Be flexible enough to support implementation of agency mission deliverables while allowing
community contributors to focus on their goals
e Restrict development for each constituent component of the UFS to its own repository

Repository Management Strategy Overview

The proposed UFS repository management strategy places each UFS application (Seasonal Prediction,
S2S, Weather Forecast, Regional, etc.) in a unique UFS umbrella repository. An umbrella repository
contains no source code, but is comprised of configuration files. One configuration file will contain URL
links to specific versions of model component code from external authoritative repositories. It is the
combination of model component code that forms the application.

An authoritative repository is defined by the presence of a governance group and processes that
indicate how changes are evaluated and incorporated, and when and how new reference versions are
prepared for distribution. The use of authoritative repositories is central to the umbrella repository
strategy, and must satisfy a baseline set of criteria:

A. The governance group is willing to participate in community development

B. The code management policies and processes are well documented

C. The regression testing procedures are well defined

The component code and the umbrella repository will exist in authoritative repositories. The
authoritative repositories are typically associated with the original development teams, and are where
code development and collaboration occur. Any specific code should lie in only one authoritative
repository structure, and can be accessed by multiple UFS applications. Governance of component
repositories will be a combination of the conditions and procedures defined by the UFS and the native
governance of the authoritative repository.

Each UFS application will have its own umbrella repository with a designated “gatekeeper”. The
gatekeeper is not responsible for the science, but is to ensure certain branches within the umbrella
repository links to the appropriate versions of component authoritative repositories. A unique umbrella
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repository per application is necessary as different applications have different timelines for
development and transition to operations. This also allows development groups working on different
aspects of coupled modeling (weather scales, sub-seasonal, etc.) to work concurrently and
independently (with some coordination).

Repository Governance
The National Earth System Prediction Capability (ESPC) Model Component Liaison committee is
developing a set of guidelines for authoritative repositories. The Infrastructure Repositories sub-group

has adopted these guidelines and added additional rules for authoritative repositories hosting UFS
components. The rules are broken down into different categories which are summarized below.
General repository practices:
® An authoritative central repository for the model component exists.
The repository uses a code versioning and management system, typically git or SVN.
A governing or management body that sets and enforces policies for the repository exists.
There are clear terms of use and there is a way for credentialed users to request access.

Reference versions which incorporate selected code changes are delivered at semi-regular

intervals (generally less than two years).

o Each reference version has a unique ID (e.g. tag, revision number).

o Incremental changes made to the code between reference versions are
documented.Outdated and/or unsupported versions of the code are documented.

e The NUOPC cap for the component resides in the same authoritative repository as the

model component code.

In addition, the following apply to “community” component models:

e Source code is either fully open or available through a registration process that takes less
than a day.

® Policies are publicly documented, including:
o A procedure for receiving, evaluating, reviewing and incorporating code changes.
o A process for creating new branches/forks for development or implementation.
o A process for making policy changes.

e Documentation related to the code is public.

® A support contact or mechanism (e.g. forum) for the code with some backup is provided -
i.e., not a personal email.

® Anissue tracking mechanism is provided.

e Initial response times for support and issue tracking are generally less than a week, though
resolution may be longer.

UFS repositories:
e There is a well-defined, regression testing strategy, where applicable.

37


https://docs.google.com/document/d/1mDqpviWyQ51dEwZjY0YGCsNLZHSWgzOGh9tBSQBfsDI/edit?usp=sharing
https://docs.google.com/document/d/1mDqpviWyQ51dEwZjY0YGCsNLZHSWgzOGh9tBSQBfsDI/edit?usp=sharing

The rules listed above can be used as a cookbook for fostering new projects which may emerge as the
UFS application space expands.

Repository Types and Locations
The UFS repository strategy has two repository types:

e Umbrella repository

e Component repository
Each component repository contains the source code for a unique component of the UFS application
and, where applicable, the NUOPC cap. The umbrella repository contains the policies, documentation,
and configurations required to link to the individual component repositories which, when brought
together, define a give UFS application.

Umbrella Repository

An umbrella repository is essential to the UFS repository strategy, and defines a unique UFS application.
The umbrella repository must contain, at a minimum:

e Documentation for the application

e Configurations to obtain the required component repositories

e Policies and processes
Each umbrella repository will have a governance body to be established as UFS applications are
identified and created. The goals of the governance body are to define the policies and procedures. The
governance body will appoint gatekeepers to assist in the repository maintenance and enforcement of
the policies. Included in the policies will be the branch structure and workflow. At a minimum, the
branch structure should include:

® Main branch -- Collection of approved changes from the community and operations

e Development branch(es) -- Contain features in development or requested to be included in the

main branch
e Operational branch(es) -- Contain the current configuration and code used in operations
e Implementation branch(es) -- Contain features currently in testing for future operational
releases. Once approved, updates will be merged into an operational branch

The main and operational branch will reside within the authoritative umbrella repository. Development
and implementation branches may reside in separate forks. The gatekeeper, following the repository
policies, will work with the developers to incorporate the changes back into the authoritative umbrella
repository. Some development and implementation branches may reside within the authoritative
umbrella repository to help facilitate collaboration and testing.

Component Repository

The component repository is where component code (model, library, utilities etc) resides. It should also
contain documentation, regression test procedures and the NUOPC cap, where applicable. The
component repository must also have a governance body that decides and implements the repository
policies. The component repository governance body must also be willing to participate in community
development, and work within the UFS repository policies and guidance.
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While the branches structure of the component repository are defined by the component repository
governance body, it is suggested the component repository use a similar branch scheme as the umbrella
repository.

Prototyping the UFS Applications

The current UFS Applications are housed in a limited-access, repository server (VLab) at NCEP/EMC. A
presentation to the UFS Steering Committee resulted in a recommendation for the Repositories
Sub-Group to prototype two UFS applications - the UFS Weather Forecast Application and the UFS
Seasonal Prediction Application. Once the issues with the prototypes have been ironed out, the
applications can be pushed to an open-development site, such as GitHub.

The prototyping process accounts only for the initial components comprising a specific UFS application.
As the applications evolve and further components are incorporated, they will be added to the umbrella
repository (e.g. chemistry and aerosols, land, radiation, etc.)

UFS Weather Forecast Application (NEMSfv3gfs)
The current NEMSfv3gfs git repository contains a regression workflow system, the NEMS mediator
source code referenced as a sub-module, and the FV3GFS source code referenced via a second
sub-module. The prototype envisioned by the Infrastructure Repositories Sub-Group would first take
the FV3GFS source code and

o Reference existing authoritative repositories for model components

e Separate currently non-managed model components into authoritative repositories placed in an

open-development revision control platform such as GitHub

The list of authoritative repositories for model source code would be (* denotes existing authoritative
repository):

NEMS*

FMS infrastructure*

FV3 dynamical core

Interoperable Physics Driver (IPD)

GFS physics

Stochastic physics

FV3GFS atmospheric driver system (incl. NUOPC cap, write component, etc.)

NCEPlibs*

Once source code repositories are completed, the next step is to create a repository for an interim
workflow. It is understood that a community workflow may not be ready when the FV3GFS system goes
operational in Q1CY19 and the first open-development release of the FV3GFS system will need to rely
upon the workflow system released with the beta version 1 in March 2018. A decision would need to be
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made at this point as to whether the build system and pre-processing toolsets should be separated from
the execution workflow when creating repositories.

With the authoritative repositories in place for the model source, application libraries, toolsets, and
build system and workflow, the FV3GFS umbrella repository can be created to contain:
manage_externals toolset
configuration files
e to update manage_externals to latest version, if needed
e for manage_externals to clone/download the above-listed repositories via unique
identifiers
e input to the build system for creating an executable for a specific compiler
e tells the workflow to access a data portal and download ICs
e defines an experiment configuration for use by the workflow

UFS Seasonal Prediction Application
The UFS Seasonal Prediction App is an extension of the UFS Weather Forecast App with coupling to an
ocean, ice, and wave model. Starting from the UFS Weather Forecast App:
NEMS*
FMS infrastructure*
FV3 dynamical core
Interoperable Physics Driver (IPD)
GFS physics
Stochastic physics
FV3GFS atmospheric driver system (incl. NUOPC cap, write component, etc.)
NCEPlibs*

one would need the following additional existing authoritative repositories:
MOM6
CICES
WaveWatch llI

This prototype will differ from the UFS Weather Forecast app in a few significant areas. The NEMS
mediator may be replaced with the Community Mediator for Earth Prediction Systems (CMEPS). Itis
also the ideal vehicle for establishing a community workflow.

Major Milestones: EMC management has committed to prototyping UFS Weather Forecast App in
preparation for the operational release in Q1CY19. The timelines for prototyping should be as follows:

® Migration Plan for Weather Forecast and Seasonal Prediction Umbrella repository by August
2018 to address:
o creation of different authoritative repositories
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O existing repositories to be moved to an open-development repository server
o plans for components with multiple repositories which need to be merged into single
authoritative repos
o governance bodies for newly created repositories
o transition plans for projects/applications under development utilizing a repository slated
for re-location
All repositories for Weather Forecast application created by September 2018
Configuration file for manage_externals specific to the weather application by September 2018
Inputs for build system for Weather Forecast application by October 2018
Experiment configuration files for Weather Forecast application by December 2018

Push Weather Forecast application to open-development site coincident with transition to full
operational status

The UFS Seasonal Prediction App will add the following milestones:

e Seasonal Prediction application plans should take into account the common components with
weather and adjust schedules accordingly

e Setup the coupled system to use the sea ice consortium repository by October 2018

e Exhibition of CMEPS coupling capability (replication of NEMS planned for September 2018,
System Architecture Annex milestone) allows demonstration of the process by which one
component is replaced by another within an umbrella repository.

o Create the open development umbrella repo with connection to atmosphere, ocean, ice and
waves by January 2019

Major Resource Requirements and Core Development Partners:

Overall, we see the need for 13 FTEs to manage the interactions across the UFS repository suite. It
should be emphasised that we are not identifying all these as new resources, and in many cases (e.g.
MOM®6, WW3) code managers have been identified as part of research and development. However, we
felt the need to identify these resources here because these are job functions that are being carried out.
Also note that institutional ownership is identified for roles and responsibilities to ensure that a)
repository code management activities are adequately staffed and b) good governance principles as laid
down in the spirit of open community development are followed. One caveat that we want to put down
is that this estimate is based on what we think are areas/repositories that will have active development.
It is feasible that one or more of these areas will have extensive development that the current allocated
resources are not enough. Alternatively some areas may be over resourced. This resource allocation

should be seen as a first estimate that may need to adjust to conditions on the ground.

UFS Weather Forecast Application

The weather application at its initial implementation will consist of the following repositories
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NEMS Infrastructure -- 1 FTE (manages the coupling infrastructure across all applications including

regular regression testing and porting in multiple platforms - repository management owned by EMC)

FMS Infrastructure -- 1 FTE (manages the parallelization as well as the coupling infrastructure for GFDL
models. This is a resource shared across the GFDL modeling suite - repository management owned by
GFDL)

FV3 Dycore -- 0.5 FTE (Seen as a relatively mature system with minimal changes in the near future. If
dycore development becomes an active community interest and exercise then we will have to up the
resources to a full FTE for code management across the different labs/agencies - repository

management owned by EMC)

IPD Driver -- 0.5 FTE (Keeping this at 0.5 FTE for now as it still is not clear what the role of IPD will be
with the evolution of CCPP. Will it have its own driver or will it use the IPD ? Will the IPD have to evolve
with the CCPP ? Again if development activity becomes significant then this will be upgraded to a full FTE
- repository management owned by EMC/GFDL)

Physics -- 1 FTE ( This is key as collaborations across the agencies/groups/academia is expected to be

driven primarily by this interaction - repository management owned by TBD)

Stochastic physics -- 1 FTE ( A critical feature for ensemble development - repository management

owned by ESRL)

NCEPlibs -- 1 FTE (Need resource for libraries that drive this modeling system- repository management
owned by EMC)

FV3GFS driver system -- 0 FTE (This is nominally kept at 0 FTES because the person that maintains this
driver system will be leveraged from the one who maintains the weather application - repository

management owned by EMC)

Weather application -- 1 FTE (This is a critical resource as it ensures that all the individual repositories

come together to make a weather scale operational model - repository management owned by EMC)

Total resources needed -- 7 FTEs

UFS Seasonal Prediction Application

Apart from the repositories needed for the weather application, the following repositories are needed

for the seasonal application
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MOMBG6 -- 1 FTE (coordinate development in the community ocean model - repository management

owned by GFDL)

CICE -- 1 FTE (coordinate development in the community ice model - repository management owned by

ice consortium. Is there an institution that this comes under?)

WW3 -- 1 FTE (coordinate development in the community wave model - repository management owned
by EMC)

Seasonal Prediction app -- 1 FTE (Critical resource that ensures development in individual component

repositories does not break the S2S model - repository management owned by EMC)
Total additional (over the weather application) resources needed -- 4 FTEs

UFS Chemistry Applications

FV3GFS-Chem -- 1 FTE (Weather forecast application plus GOCART aerosol package. Not clear at this
point what the authoritative chemistry repository is - repository management shared between
EMC/GSD)

FV3SAR-Chem -- 1 FTE (Air quality application utilizing the EPA CMAQ package - repository management
shared between EMC/GSD)

EPA CB-VI/AERO-VI CMAQ -- 0 FTE (coordinate development with community in existing

open-development authoritative repository)

GOCART -- FTE undetermined (there is no current open-development authoritative repository and there
are various special purpose versions [GSD, GSFC, EMC, etc.] - this requires cooperation and partnerships

between agencies)

Total additional (over the weather application) resources needed -- 2 FTEs

For more detailed information, please see the full report at:
https://docs.google.com/document/d/1aCGytKWK67xugHDGk3Igp92FY9jg)_rPXAgU4xA1-bl/

Project 3.2: Data Portal

Project Overview: Access to the data used for retrospective evaluation is a requirement for the
community to contribute. While the amount of data is unknown at this time, it is understood it will be
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at least the previous 3 years (4 cycles per day) and include ICs for select major events. The data is not
limited to initial conditions and must include the climatological and other forcings.

Major Resource Requirements and

Major Risks and Issues: The Data Portal is unique in that it requires capital expenditures in hardware
and manpower to achieve success. The best approach is for this to be addressed by the NOAA/NCAR
MOA.

Project 3.3: Community Workflow

Project Overview: Ideally, the UFS workflow would have a number of key features: 1) satisfy operational
requirements; 2) enable the research community to run and reconfigure the various UFS applications
easily; and 3) share code as much as possible across applications. The Community Research and
Operations Workflow (CROW) was initiated in FY17 to address these goals, but so far has focused on the
operational aspects of the workflow. There is an effort in the Hurricane Supplemental to improve
usability, portability, and hierarchical testing capabilities of the operational workflow by integrating
elements of the Community Infrastructure for Modeling the Earth (CIME) tools used with NCAR and DOE
models into the evolving CROW toolchain. The initial focus will be on the UFS Seasonal Prediction
application and the Hurricane Advanced Forecast System (HAFS) that is currently being planned. First
milestones include only the prognostic model; data assimilation, postprocessing, and other parts of the
workflow will be addressed later.

Specific requirements are to ensure that “research-oriented aspects of the system should be usable in
non-NCEP environments” and to ensure cross-platform portability. Since HAFS and UFS-Seasonal will
require active coupling of FV3GFS to separate ocean and wave components, the workflow needs to
support system as well as unit testing and also include the ability to isolate feedbacks in the coupled
system. Basic verification capabilities are needed as well to validate porting of HAFS forecast
components between systems, both within NCEP and external to it. The tasks proposed are to integrate
elements of CIME that address these needs into CROW.

Major Milestones:

e (Q2FY19: Make the UFS Earth system components anticipated for use in HAFS (FV3GFS, MOM6
or HYCOM, WW3) CIME compliant and demonstrate that these components can be run using
CIME compsets on NCEP and non-NCEP platforms.

e (Q3FY19: Demonstrate that CROW can invoke CIME for building and running simple
configurations.

® QA4FY19: Generalize CIME data components for UFS to support grid resolutions and forecast
periods used in the development of the coupled HAFS.

e (Q2FY20: Demonstrate that a CIME workflow including HAFS test configurations of prognostic
and data components produces physically realistic output.
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® Q4FY20: Integrate the CIME testing infrastructure into CROW and demonstrate that a
configuration with prognostic HAFS components validates between the original CROW
workflow without CIME and the new CROW workflow that invokes CIME.

Appendix: Community Component Creation and Governance
Project Overview: Many of the components that make up the UFS are not yet open-development
projects within a community. As the Infrastructure Repositories sub-group worked through the various
elements for the repository management strategy, it was recognized the rules for repository governance
could be utilized as a blueprint for transition and/or creation of open-development projects. The rules
and categories from project 3.1 are duplicated here for convenience.

General repository practices:

® An authoritative central repository for the model component exists.

The repository uses a code versioning and management system, typically git or SVN.
A governing or management body that sets and enforces policies for the repository exists.
There are clear terms of use and there is a way for credentialed users to request access.
Reference versions which incorporate selected code changes are delivered at semi-regular
intervals (generally less than two years).

o Each reference version has a unique ID (e.g. tag, revision number).
o Incremental changes made to the code between reference versions are documented.
o Outdated and/or unsupported versions of the code are documented.

e The NUOPC cap for the component resides in the same authoritative repository as the
model component code.

In addition, the following apply to “community” component models:

e Source code is either fully open or available through a registration process that takes less
than a day.

® Policies are publicly documented, including:
o A procedure for receiving, evaluating, reviewing and incorporating code changes.
o A process for creating new branches/forks for development or implementation.
o A process for making policy changes.

e Documentation related to the code is public.

® A support contact or mechanism (e.g. forum) for the code with some backup is provided -
i.e., not a personal email.

® Anissue tracking mechanism is provided.

e Initial response times for support and issue tracking are generally less than a week, though
resolution may be longer.

UFS repositories:
e There is a well-defined, regression testing strategy, where applicable.
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ANNEX 4: DYNAMICS AND NESTING

The Dynamics and Nesting (D&N) WG is established to explore incremental steps that can be taken over
the next ~2-3 years to both improve the dynamics and related nesting capabilities for the currently
planned NGGPS uncoupled atmospheric weather model, as well as to build upon that to also improve
shared community capabilities for coupled models on S2S time scales, thereby improving the entire span
of the future unified modeling system. The D&N WG is charged with recommending pathways and
strategies for development nesting techniques for incorporating high-resolution convective allowing
model (CAM) applications, and hurricane forecast capabilities that include moving nests (single,
multiple, and telescopic) within the FV3 global (or regional) model. Other major area of emphasis for
D&N WG is on vertical extension of the global model to provide forecast capabilities for the Whole
Atmosphere Model (WAM) and coupling to lonosphere - Plasmasphere - Electrodynamics (IPE) to
address the Space Weather Prediction capabilities. It is expected that a combination of GFDL Flexible
Modeling System (FMS) and NOAA Environmental Modeling System (NEMS) frameworks will be used to
accomplish the objectives of D&N WG.

Critical dependencies identified by D&N WG are:

e Strategy for stand-alone FV3 regional development must take into consideration global-meso
unification priorities along with physics and data assimilation strategies.

e Development of moving nests for FV3 is critically dependent on choice of framework, feasibility
in operational settings, and computational efficiency.

e 3D physics development for space weather applications might need a separate strategy than
that is pursued by Physics WG

e The current data assimilation does not support nested meshes, which needs to be accounted for
in the JEDI development.

® Access to the model and model documentation/training needs to be easy in order to enable the
community to participate. In addition, funding needs to be available to allow for community
participation.

e Code (and configuration) management, governance, and decision making process need to be
transparent.

Project 4.1: Stand-Alone Regional FV3 and Static High-Resolution Nests for Global FV3

As the NWS transitions to an FV3-based Unified Forecast System, the best method(s) must be found to
replace the current operational models’ generation of high resolution guidance. The ability to use a
single enhanced resolution nest on a face of the global cube already exists. An option to use a
standalone regional domain of FV3 that can be placed anywhere on the earth has now been added. The
first version of this regional capability has been completed while further development continues.

Side-by-side runs of 3 km resolution regional and nest domains over the CONUS are underway to help
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assess the forecast skill and computational cost of each approach. To allow more precise targeting of

forecast locations and resolutions a regional domain will be given the ability to first hold one and then

multiple nests of its own. Data assimilation will be crucial for optimal use of regional forecasting and

that work in the regional framework is beginning. Chemical/aerosol/emissions also should be

considered in the regional/nesting approach given the potential impact on FV3-Chem, FV3-GOCART, and

NAQFC. Use of the gnomonic projection to create the computational grid leads to an excessive range of

grid cell sizes for large regional domains. This variation will be significantly reduced by transitioning to a

rotated latitude/longitude projection.
(POC: Tom Black, NCEP/EMC)

Major Risks and Issues:

Construction of a standalone regional FV3 domain that can contain nests will involve some
significant modifications and additions to both the pre-processing and to the model code, and
the underlying framework(s) (FMS for construction and ESMF for coupling to external models).
Testing is underway to determine if the skill of the regional model and that of a nest on a global
parent are approximately the same given the less frequent updating of the regional domain
boundaries.

Computational efficiency is a major determining factor for identifying the optimal strategy for
FV3 nests

Major resource requirements:

EMC: 2 FTE for development; additional 2 FTE for testing

GFDL: 0.5 FTE for development and 0.5 FTE and support

ESRL/GSD: 2 FTE to assist with regional stand-alone development and testing
NSSL: 2 FTE to assist with regional stand-alone development and testing

Dependencies/linkages with other projects:

CCPP; Refactored NCEP Advanced Physics options recommended by SIP Physics Working Group
Post (UPP) and product generation for limited area domains

NEMS/ESMF and FMS framework advances

CAM and Ensemble WGs who need standalone/nested FV3 for developing REFS and HRGEFS;
and for hurricane model development needs

Core development partners and their roles:

NCEP/EMC: Ongoing improvement of standalone regional FV3 structure and capability.

GFDL: Provide guidance and assistance to NCEP in adding nests to standalone regional domains.
Provide the ability to run regional forecasts on a rotated latitude/longitude grid.

ESRL/GSD: Add capability to generate initial and BC data for regional forecasts from RAP/HRRR;
produce rocoto workflow; develop NCL visualization for native output.

NSSL: Initial testing using the regional FV3 within data assimilation frameworks to determine
strengths/weaknesses for storm-scale and ensemble cycled analysis systems.
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e DTC/GMTB: Physics integration and T&E

Major Milestones:

e (Q2FY19: Conduct evaluation of global parent w/nests compared to regional parent w/nests or
regional domains with no parent for CAM applications, and report on the findings

e Q4FY19: Ability to run multiple static nests that can lie on edges/corners of the cube (from
GFDL)

e Q2FY20: Allow regional forecasts to run on a rotated latitude/longitude grid.

e Q4FY20: Transition of static high resolution setup to operations (with inputs from CAM WG,
potentially as a member of HREF)

Project 4.1: Stand-Alone Regional FV3 and Static High-Resolution Nests for Global FV3 (FY19-21)

Development of High-Resolution FV3 Global and Stand-Alone Regional Model with Multiple Static Nests

Timeline FY19 FY20 Fy21

Cmpoent Ql | Q2 Q3 Q4 Ql Q2 Q3 Q4 Ql Q2 Q3 Q4

Report on
evaluation of global
parent w/nest
compared to
regional parent
w/nest

Ability to run multiple static nests that
can lie on edges/corners of the cube
{w/support from GFDL)

Advancement of static and telescopic nests in support of FV3-CAM development needs

Project 4.2: Hurricane moving nests

Background information

The Hurricane Analysis and Forecasting System (HAFS) is NOAA's next-generation multi-scale numerical
model and data assimilation package which will provide an operational analysis and forecast out to
seven days, with reliable and skillful guidance on TC track and intensity (including rapid intensification),
storm size, genesis, storm surge, rainfall and tornadoes associated with Tropical Cyclones within the
framework of the Unified Forecast System (UFS). Central to the development of HAFS will be the FV3
dynamical core with embedded moving nest capable of tracking the inner core region of the hurricane at

1-2 km resolution.
Although FV3 is fully tested in models at cloud-resolving resolutions, when compared to the existing

operating capacity for hurricane forecasting in NOAA (e.g., HWRF and HMON) FV3 currently has a very

basic static nesting capability. In addition, certain aspects of its nesting capability prevent its use for
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hurricanes. Apart from two way interactive grid nesting, hurricane application requires storm following,
telescopic nests at about 1-2 km resolution that can be located anywhere in the globe. Such
requirements cannot be fulfilled by the current nesting capability of FV3, and the nature of FV3’s ‘cubed
sphere’ domain may pose a significant technical challenge to unrestricted nest movement. AOML has
been working with GFDL and EMC to explore approaches to address these issues and achieve the final
goal. At the end of the exploratory phase (described in the SIP document, 2017), scientists at AOML have
worked with EMC and GFDL to develop a blueprint for nest motion technique (Figure 1). The Hurricane
supplemental effort is expected to provide an accelerated pathway for moving nest developments for
the FV3 dynamical core: In Year 1, a moving nest framework (MNF) will be developed for one face of the
cube covering the Atlantic basin, followed by extensive testing and evaluations in Year 2. In parallel,
during Year 2, the nest motion algorithm will be extended across all faces of the cube. The eventual goal
at the end of Year 3 of the supplemental effort will be to have multiple moving nests that can be placed

across the globe for TC predictions

POCs: Gopal (AOML), Avichal Mehra (EMC) and Lucas Harris (GFDL).

Core development partners and their roles:

® AOML: Will be responsible for the moving nest code developments
GFDL: Will support the key FMS utilities (parallel infrastructure in the FV3GFS dynamics and
potential changes that may be required for telescopic nests and nest motion) and FV3
functionality needed for moving nests

e GFDL and EMC: Regional Nesting Project and Development of telescopic nests

GSD/NESII: Leveraging developments on NEMS/ESMF based coupling of other Earth System

components to FV3

GMTB/DTC: Implementing Hurricane physics into FV3 via CCPP

GSD: Pre-processing capability to initialize FV3 from HWRF initial conditions

AOML and EMC: Data Assimilation in regional FV3 domains

EMC and AOML: Vortex initialization and vortex modification for FV3

Major resources requirements:

e Personnel: 4 FTEs/Cl employees (AOML), 2 FTE (GFDL), 3 FTE (EMC), 1 FTE (NESII), 1 FTE (GMTB),
0.5 FTE (GSD);
e HPC for development: Dedicated NOAA HPC for this R&D effort (about 2M hrs per month)
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Figure 1: Cartoon from SIP presentations showing how high-resolution nests may be moved seamlessly
within the 6 faces of the FV3 cube sphere grid. For example, nest in position A and B crosses the edge of
face 1 and face 6. The nest will stay on one projection. The feedback and downscale at the leading edge
of the moving nest will be on the interchangeable equivalent projections between face 1 and face 6 in
this instance. The design will guarantee the physical equivalence in the finite volume framework on

different cubic faces.

Major Risks and Issues:

e The progress of this project is dependent on availability of the hurricane supplemental funding
in time (Oct 1, 2018).

e Although NOAA has the required expertise of seamlessly integrating high resolution nest in
regional models, impacts of two-way interactive moving nest on global solutions is yet unknown.

e Exchange of data between parent and moving nested grids is critically dependent on the
infrastructure. Since neither FMS nor NEMS utilities were originally developed with moving nest
capability as an option, some significant time for building IT capacity may be required.

e Construction of moving nest in FV3 will involve some significant modifications and additions to
both the pre-processing and to the model dynamics, and the underlying framework(s).
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® Solving potential numerical stability issues in the FV3 dynamical core after introducing nest
motion may require additional time.

e There maybe significant changes required to nests/model dynamics infrastructure for coupling
other Earth System components to FV3. Similarly, there are other possible adjustments to
nesting configurations based on regional data assimilation requirements.

e Annual review and adjustment on the timelines and deliverables based on our progress.

Dependencies/linkages with other projects:

e ANNEX 4: Regional model and Telescopic nest developments

e ANNEX 2: FMS and/or NEMS framework support is highly required.

e ANNEX 3: A developer’s workshop for FV3 detailing the existing infrastructure and dynamics is
recommended.

® ANNEX 2: Re-engineer coupling infrastructure developments for FV3 and other modeling
components to support moving/telescopic nests and related model dynamics.

o ANNEX 6: Developments for data assimilation for FV3 regional domains with a potential
extension for hurricane inner core data assimilation techniques

Major Milestones:

e Build capacity within FV3 to set up the baseline static nested 3-km FV3GFS system for
Hurricanes - (Jan 2019)

® Re-initializing the lower boundary, handling changes to the topography, and updating the
two-way feedback (Jan, 2019)

o New code developments to implement moving nest framework in FV3GFS over one tile (AOML;
June, 2019)

e Shifting the grid data (GFDL; June, 2019)

e Test, modify and extend parallel code infrastructure for nest motion and feedback within one
tile (AOML; Oct 2019)

e Coupling capability for the regional stand-alone FV3 (Oct 2019)

e Code nest moving algorithm crossing the faces of the cubed sphere edges following the
blueprint provided in Fig.1 (AOML, June 2020)

o Modify FMS code to implement the crossing edge algorithm (AOML, Oct, 2020)
Start testing and evaluation of the global multi-nesting algorithm (EMC, AOML, GFDL, Jan 2021)

e Extend coupling to waves and multiple nests (June 2021)
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Project 4.2: Hurricane Moving Nests

Development of Hurricane Moving Nests

Timeline FY19 FY20 FY21
Component Qi | Q2 Q3 Q4 Qi Q2 Q3 Q4 Ql Q2 Q3 Q4
igh Resolution | Set up baseline
static nested 3-km
FV3GFS system for
Hurricanes

Moving nest infrastructure on
a single tile of FV3 cubed
sphere grid

Moving Nest infrastructure for crossing edges and
corners of FV3 grid tiles

Testing and evaluation of the
global multi-nesting algorithm

Project 4.3: Deep Atmospheric Dynamics (DAD) for FV3 Whole Atmosphere Model (WAM) and
coupling to lonosphere Plasmasphere and Electrodynamics Model (IPE)

Project overview: FV3 is a non-hydrostatic dynamics model, beyond non-hydrostatic dynamics is
non-approximated deep-atmosphere dynamics. Developing deep-atmosphere dynamics (DAD) for FV3 is
an essential step which is not only to move model dynamics into fully non-approximation to benefit all
applications including weather and climate but also to support SWPC on whole atmosphere modeling to
couple with SWPC IPE. The implementation of our DAD emphasizes on accuracy on top of
non-approximation, especially starting from generalized multiple-constituent formulation for
thermodynamics. Due to the consideration of accurate thermodynamics and DAD hydrostatic relation
etc., the relation formulation used in model physics, data assimilation, pre-processing, and
post-processing have to be modified for DAD ready, which leads to a DAD modeling in parallel
development on WAM for SWPC IPE. In other words, while DAD works on model physics for WAM, DAD
modeling benefit to improve accuracy of thermodynamics in model physics, the same for data
assimilation and post processor etc. Thus, the DAD modeling will eventually provide non-approximated,
accurate, and better dynamics for all other components on weather and climate modeling. For FY18, we
have finished FV3WAM IC, extension of vertical to 500-600km (L150), and found the warm bias
correction of the WAM IDEA physics coupling with GFS physics. We expect to finish implementation of
multi gases and ideal physics option by the end of this year, then move to parallel project activities by
working on DAD, DA, and coupling with IPE. (POC: Henry Juang, EMC)

Project accomplishment in 2018 and milestone modifications
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During FY18, we have finished FV3WAM IC for 500-600 km atmosphere depth in global_chgres

package for FV3, extension of vertical from 60 km(L64) to 500-600 km (L150) in FV3 with adiabatic mode
and GFS physics mode, and found the warm bias correction of the WAM IDEA physics coupling with GFS

physics. We have finished multi-constituent of R portion into FV3.

Due to time spent in debugging on the WAM IDEA physics coupling with GFS physics to correct

the warm bias over low atmosphere and surface, we have to extend our milestone of some portion of

multi-constituent of Cp portion and horizontal diffusion, and IDEA physics implementation into 2019.

Major Risks and Issues:

Deep-atmosphere dynamics involves dynamical core modification, though the idea of scaled
prognostic variable (the so-called smile space) minimizes the changes of the dynamical core, the
stability of the deep-atmosphere dynamical core has to be examined and tested (e.g., tolerance
to T>2000 K, V ~1000 m/s, W ~100 m/s; impact of non-hydrostatics on IPE). Further numerical
techniques may be necessary.

Vertical extension from 60 km to 600 km requires implementation of WAMGSM column physics,
e.g., radiation, diffusion, ion drag, etc., and stability tests.

Implement 3D diffusion in dynamical code (explicit may be an option of very small time steps
~1-10 s are tolerated).

IPE couple issues ---Modify existing WAM-IPE ESMF mediator and 3D re-gridding, develop
FV3WAM-CAP, implement one-way and possible two-way coupling.

Data assimilation issues —implement IAU and existing 6-hr cycling. Extend GSI to 100 km, and
implement 1-hr cycling window.

Major resources requirements:

Personnel: EMC (1 FTE for development, 2 FTE for testing); SWPC (1 FTE for development, 2 FTE
for testing); and GFDL (Xi Chen for discussion and unified code management)
HPC for development: 250K CPU per month on Theia and 50 TB disk space

Dependencies/linkages with other projects:

ANNEX 3 (system architecture): requires coupling techniques through NESII group with
NEMS/NUOPC and ESMF modification of existing coupling scheme (mediator)

ANNEX 5 (model physics): requires deep-atmosphere physics with physics project— import WAM
column physics using IPD.

ANNEX 6 (data assimilation): requires data assimilation project — higher cadence and extended
altitude range.

ANNEX 10 (aerosol and composition): requires to link to atmospheric composition on applying
multiple- gases thermodynamics

ANNEX 12 (post processing): requires to modify post-processor for deep-atmosphere dynamics.
ANNEX 13 (verification): requires verification including deep-atmosphere dynamics, WAM, and
IPE related capabilities.

Core development partners and their roles:
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Including multiple gases and deep-atmosphere dynamics

Extension vertical domain with physics modification with implementation and tuning GW
parameterization and others.

Data assimilation — extend GSI to 100 km resolution, 1-hr cycling.

Couple with IPE- one and possible two-way coupling through NESII NEMS.

Major Milestones:

Q1FY18: Finish WAM initial condition for FV3

Q2FY18: Extend vertical domain to WAM in FV3 with adiabatic mode

Q3FY18: Fix warm bias of WAM physics

Q4FY18: Finish vertical domain to WAM with gfs physics

Q1FY19: Add multi_gases option of R and Cp into FV3WAM

Q2FY19: Add idea_phys option into FV3WAM

Q3FY19: Implement 3D molecular diffusion in FV3WAM

Q4FY19: Validate standalone WAMFV3 against WAMGSM at similar resolution
Q1FY20: Implement Data assimilation for FV3WAM using IAU

Q2FY20: WAMFV3-IPE one-way coupling, validate against WAMGSM-IPE
Q3FY20: implement deep-atmosphere dynamics into WAMFV3

Q4FY20: WAMFV3-IPE two-way coupling

Q4FY21: DA with 1-hr cycling and extended altitude range; implement space weather drivers;
test.

Project 4.3: Deep Atmosphere Dynamics for FV3WAM-IPE

Development of Deep Atmosphere Dynamics for FV3WAM-IPE

Timeline

FY19 FY20 Fy21

Component

a | @ | a3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4

Include multi_gases option of
R & Cp; 3D Molecular
Diffusion and IDEA Physics
into FV3WAM

T&E of FVWAM in
comparison to GSMWAM at
same resolution

Develop and implement 1AU
based Data Assimilation for
FV3WAM

FVSWAM-IPE coupled system
validated against GSMWAM-
IPE

Develop, test and evaluate FV3WAM-IPE two-way
Gaupled BEtare

DA with 1-hr cycling and extended altitude range; implement space
weather drivers; test in real-time
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ANNEX 5: MODEL PHYSICS

Model physical parameterizations describe the grid-scale changes in forecast variables due to sub-grid
scale diabatic processes, as well as resolved-scale physical processes. Physical parameterization
development has been a critical driver of increased forecast accuracy of global and regional models, as
more processes are accounted for with sophistication appropriate for the model resolution and vertical
domain. Key atmospheric processes that are parameterized in current global models include subgrid
turbulent mixing in and above the boundary layer, cloud microphysics and ‘macrophysics’ (subgrid cloud
variability), cumulus convection, radiative heating, and gravity wave drag. Parameterizations of surface
heat, moisture, and momentum fluxes over land, ocean, and other bodies of water/ice, subgrid mixing
within the ocean due to top and bottom boundary layers, gravity waves and unresolved eddies, land
surface and sea ice properties are also important on weather and seasonal time scales. Accurately yet
efficiently incorporating this diversity of diabatic and transport effects in a global or regional forecast
model is extremely demanding, requiring careful parameterization design that respects physical realism
while supporting the range of model resolutions that will be used and a diagnosis of initialization and
forecast errors that is tightly connected with the data assimilation system. Moreover, the interactions
between various physical parameterizations play a major role in the prediction system forecast skill.

The ultimate goal of this SIP Physics WG is to support the development of a unified atmospheric physical
parameterization suite that can be applied with minimal modification across convection-permitting to
sub-seasonal to seasonal scales, to be used in all EMC operational atmospheric forecast models. We
recognize that the physical parameterization needs for short range forecasts with regional convection
allowing models (CAMs) with grids of 3 km or less pose different challenges than global weather forecast
models with ~10 km resolution or seasonal forecast models with 50 km resolution. Thus, a priority must
be to design, test (at multiple resolutions) and carefully tune scale-aware parameterizations for
processes such as microphysics, convection, and gravity wave drag that are sensitive to this range of grid
resolutions. This testing will involve metrics that are specifically designed to measure skill on different
scales, including metrics recommended by stakeholders, users, and developers of a) global, coupled,
seasonal to sub-seasonal modeling systems, b) emerging convection-allowing analysis and forecast
systems, c) traditional global medium range numerical weather prediction models. The testing strategy,
including assurance of an evidence-based decision process, will be developed in coordination with the
SIP Verification Working Group and relevant testbeds, such as the Global Model Test Bed (GMTB), to
provide guidance and recommendations on physics evaluation protocols and testing.

Another important issue this Physics WG will need to address in collaboration with the Ensembles WG is
a strategy for advancing stochastic physics within this unified modeling framework. In particular, how
strong a priority should be placed on making individual parameterizations stochastic vs. using an
alternate strategy such as stochastically perturbed parameterization tendencies (SPPT) to develop
reasonable ensemble spread.

A central strategic goal of EMC and the Unified Forecast System Steering Committee (UFS-SC) is to
harness the ideas and expertise of the broader U. S. research community for physics development and
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testing. For this to be effective, the UFS community needs an efficient, easy to access,
operationally-relevant physics development and testing environment that can help facilitate the R20
transition. The Common Community Physics Package (CCPP; a vetted, model-agnostic collection of
physical parameterization and suites being developed for the UFS) is one possible way to more easily
share and transition physics codes between the research community and operational centers. Itis
critical for the operational centers and community testbeds to have sufficient computational resources,
including storage, ease of access, and documentation to meet the demands of full testing and evaluation
of the physics in uncoupled and coupled applications, including CAM and global model configurations.
Adequate funding resources are needed to foster collaborations between operations and research, and
to leverage new research related to physical parameterizations emerging in the community at large.

Here we highlight three projects related physical parameterizations for the UFS.

® Project 5.1 focuses on new atmospheric physics parameterization development for the UFS over
the next three years.

® Project 5.2 involves the design and implementation of unified metrics for weather, sub-seasonal
and seasonal forecast model skill.

® Project 5.3 involves development and application of a collaborative framework for developing
and testing physical parameterizations

Project 5.1: Selecting, Optimizing, and Implementing Advances in Model Physical Parameterization

Project overview: In planning for future forecasting systems NOAA/NCEP/EMC has embraced the idea of
a multi-stage approach. The initial priority has been to implement the FV3 dynamical core in the GFS
modeling framework, while keeping the physics largely intact. The major exception to the latter is a
replacement of the outdated Zhao-Carr microphysics scheme with single-moment GFDL microphysics,
while a notable addition is a parameterization from NRL that includes ozone photochemistry and
associated databases as well as a new representation for stratospheric water vapor. Under the label
FV3GFSv1 (GFSv15), Table 5.1 shows key components of the physics suite in this new modeling system.
FV3GFSv1 performance is currently being evaluated in retrospective forecasts and in real-time testing,
where it runs in parallel to all cycles of the operational GFS. Preliminary assessments have been quite
favorable and FV3GFSv1 is scheduled to become GFSv15 in operations in early 2019.

An updated version of the modeling system (FV3GFSv2; GFSv16) is scheduled for implementation in
early 2021, requiring that any upgrades must be selected and the code frozen by the end of CY2019.
Given this rapidly approaching deadline, the near-term focus will be on assessing whether a
nearly-wholesale replacement of the FV3GFSv1 physics suite might be justifiable on the basis of
performance and potential for future growth. Specifically, the performance of two alternative
parameterizations suites, listed separately in columns 3 and 4 of Table 5.1, will be evaluated across the
range of scales and applications for which the UFS is intended, with special emphasis on the core
functionality of the GFS — providing deterministic forecast guidance for the 3-10 day time frame. These
suites include parameterizations of cloud microphysics, PBL/turbulent mixing, moist convection, and the
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land surface, with one suite having its roots in the mesoscale-modeling community (RAP/HRRR) and the
other in the climate-modeling arena (Climate-Process Team - CPT). Some of FV3GFSv1 physics packages
that will be evaluated for possible inclusion in FV3GFSv2 will be upgraded versions of those that are in
FV3GFSvl. Regardless of whether the FV3GFSv1, RAP/HRRR, or CPT suite is selected in 2019, it is
anticipated that other physics upgrades in FV3GFSv2 will include a) a unified gravity wave drag
parameterization that includes orographic and non-orographic sources, b) the Noah MP land-surface
model, c) a fresh-water lake model, and d) a multi-layer snow model. An upgrade of the RRTMG
radiation package being developed by Robert Pincus and colleagues is expected to be available for
implementation in 2019 as well. Furthermore, all model physics will be implemented using the CCPP
starting with FV3GFSv2.

After the late 2019 code freeze for FV3GFSv2, development of physical parameterizations for UFS will
become increasingly reliant on the hierarchical testing framework (HTF) connected to CCPP (see project
3). This framework will allow parameterizations to be tested across a hierarchy of modeling-system
complexity, from fundamental process-level studies of individual parameterizations to
multi-parameterization, one-dimensional single column models, to multi-dimensional, multi-component,
and highly non-linear earth system models. (POC: Jack Kain, EMC)

Table 5.1. Prioritized candidates for the planned 2021 operational implementation of FV3GFS(v2)

CANDIDATE FV3GFSv2 (GFSv16) PHYSICS SUITES
Physical
Climate Process Team

Process(es) FV3-GFSvl RAP/HRRR EMC/CSU/Utah
MICROPHYSICS GFDL Thompson MG2/3
PBL/TURB K-EDMF/SA-TKE-EDMF MYNN/EDMF SHOC
DEEP MOIST Cu SA-SAS GF CS/AW
SHALLOW MOIST Cu SA-MF MYNN/EDMF SHOC

Major Risks and Issues:

e The UFS workflow should be assessed for maturity and relevance for EMC decision making. It
may require augmentation including additional computational resources and/or closer
cooperation with EMC to establish, for example, workflows for FV3.

e Effective physical parameterization development demands sustained and adequately resourced
close collaboration between EMC scientists and external collaborators, supported by a clear set
of NCEP strategic priorities and goals focused on improving important aspects of unified forecast
model skill.

® Access to adequate supercomputing resources (CPU and storage) has historically been quite a
challenge for research and testing; this project cannot succeed without those resources.

Major resource requirements:
e Personnel: EMC (10 FTE); DTC/GMTB (3 FTE); GFDL (TBD); ESRL/PSD(1.5 FTE)
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e HPC for development: 2M hours per month on RDHPCS.

Dependencies/linkages with other projects:
e Infrastructure WG: Community Research and Operations Workflow (CROW)
® Model Physics WG:
o Project 2: Establishment of unified metrics covering synoptic to seasonal time scales;
o Project 3: Collaborative framework for developing physical parameterizations
® Ensembles WG: Project 5: Develop, test, and implement codes for more physically based
stochastic parameterizations
® Aerosols and Atmospheric Composition Project 10.1: Development of an atmospheric
composition component
e Land Surface Models and Hydrology Project 9.2: NCEP Unified Land Data Assimilation System
(NULDAS) Development
Core development partners and their roles:

e EMC: Collaborative development, testing and evaluation, integration into operational
frameworks, tuning, and transition to operations of advances in parameterization of physical
processes

DTC/GMTB: Contribute to assessment of physics parameterizations and suites
ESRL/GSD:Contribute to development and optimization of physical parameterizations and suites
ESRL/PSD: Contribute to assessment of performance of physical parameterizations and suites
GFDL: Contribute to development of physical parameterizations

Navy: Collaboration on physical parameterization development and the collaborative
framework for developing physical parameterizations

Major Milestones:
e Year1(FY19):

o Evaluation, selection, and optimization of an advanced physics suite for FV3GFSv2
(GFSv1e).

o Scientist exchange between ESRL/GSD, ESRL/PSD, and EMC to discuss development,
testing, and evaluation of physical parameterizations

e Year 2 (FY20):

o Development, testing, and optimization of new/updated physical parameterizations for
future operational implementations.

o Results for funded projects (including NGGPS) to compare convection parameterizations
and complete representations of clouds and boundary layers, evaluated using both
weather and seasonal forecast metrics.

® Year 3 (FY21):

o Development and End-to-end results of testing new/updated physics parameterizations

for future operational implementations.
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FY19 FY20 FY21
Q1 Q2 Q3 Q4 Q1 | Q2 (Q3 Q4 | Q1 Q2 |Q3 | Q4

Evaluation, selection, and optimization of an

advanced physics suite for FV3GFSv2 using
CCPP interface

Development, testing, and optimization of new/updated physical
parameterizations for future operational implementations of the
UFS

Project 5.2: Establishment of unified metrics covering weather to seasonal time scales

Project overview: A key element of the UFS-SC/EMC vision is development of a unified modeling
framework for all forecast scales (temporal and spatial) from high-resolution short-range regional to
low-resolution long-range seasonal predictions. Here we focus on the more limited goal of a single
global model that can be used for weather and, in ocean-coupled mode, for sub-seasonal and seasonal
forecasting. To develop such a model and assess whether potential improvements are ready for
operational implementation, we need a unified suite of metrics that covers all these scales. Here
‘metrics’ mean a small set of quantitative measures that can be reliably computed from observational
analyses and which together encompass key aspects of the global model forecast performance. The
metrics should be displayable in a simple ‘dashboard’ or ‘scorecard’ format that can easily be compared
with other model versions including the baseline, and an attempt should be made to combine the
metrics into one or two overall combined skill scores that summarize the overall model performance
integrated over all the relevant forecast timescales. (POCs: Jack Kain/Jason Levit; EMC)

Unified model development will thrive only with an appropriate set of unified meso-synoptic-seasonal
forecast metrics that reward model developments that improve performance across this entire range of
timescales. Thus, an accelerated effort to define and implement unified metrics need to be a high
priority for the UFS-SC and EMC.

1. A committee of EMC, NOAA/NWS stakeholders and external community members
convened in late July/early August 2018 to discuss and propose a set of metrics and
possible ways of combining them into a dashboard format and a summary skill score.
This meeting included input from all SIP WGs, and as well as key personnel from NCEP.
The development of seasonal forecast metrics involves specification of a ‘test harness’ of
seasonal ocean-coupled hindcasts from which metrics (e. g. NINO3.4 SST anomaly, mean
SST drift during months 1-3, CONUS T and precipitation anomalies) can be extracted, and
should involve ensemble forecasts. A simple seasonal test harness was developed for
CFSv2 by EMC that could serve as a prototype. Metrics and scorecards will need to
reflect the different applications of the UFS and should be unified as much as possible
across scales from CAM to medium range to sub-seasonal and seasonal applications.
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Some specific metrics and diagnostics may need to be developed to guide physics
development and evaluation.

The metrics approach must be implemented consistently at EMC and GMTB so that the
metrics are computed as a routine step in model development and broadly shared across
the UFS development community as a web page or similar readily accessible medium.

A key aspect is how to weight weather and seasonal forecast metrics to make an overall
judgement as to whether a new model version should be adopted. Without an objective
approach to this, it will be very hard for the outside community to contribute to a model
development process that they do not ‘own’. This will surely require experience with the
new metrics suite and an iterative approach to refine to everyone’s satisfaction.

Major Risks and Issues:

Achieving consensus on a computationally reasonable seasonal ‘test harness’ that can be run at
GMTB and on a small set of summary metrics may not be easy.

There is a risk that the unified metrics will be ignored in favor of ‘business as usual’ in which the
current weather forecast metrics are the sole basis for decisions about operationalizing new
model versions.

End-to-end workflow, coupled model, and relevant datasets need to be available outside of
NOAA firewall or community involvement will be compromised.

A strong connection to the Verification WG is needed, with eventual adoption of MET (or MET+)
based software.

Major resources requirements:

Personnel: Adequate personnel at EMC and GMTB to implement, test, document and refine
broadly usable scripts for calculating and presenting metrics.

HPC for development: Not a significant overhead except for METViewer or Web-based interface
for demonstrating verification results. Need significant storage (disk) for staging the forecast
and analysis datasets.

Dependencies/linkages with other projects: The SIP WG on Verification is also considering a similar

project that will likely need to be coordinated and merged with this one.

Core development partners and their roles:

EMC: Document and define operationally relevant metrics
DTC/GMTB:

Major Milestones:

See Gantt Chart below
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Project 5.2: Establishment of unified metrics covering synoptic to seasonal time scales

Project 2

FY19 FY20 FY21
it | a2 | a3 | aa 1 Q2 Q3 Qa4 a1 Q2 Q3 Qa
Select and define appropriate metrics
and scorecard to evaluate the physics
suite for FV3GFSv2 using CCPP interface
(Q2) and continue to define metrics for
physics evaluation across scales from
CAM to Seasonal (Q4)
Develop unified metrics within MET+ and apply for FY19 Q2
evaluation
| | | Standardize and expand the evaluation metrics for use by research and operations

Project 5.3: Collaborative framework for developing physical parameterizations

Project overview: Participants of the November 2016 NGGPS Physics workshop identified the need for
putting in place an effective collaborative framework for physics development (link to workshop report).
A key element of this framework is a community library of parameterizations (the Common Community
Physics Package, or CCPP-Physics) with clearly defined interfaces for facilitating its use by the general
community. A second key element is the CCPP Framework to connect the CCPP-compliant

parameterizations to any model, therefore enabling a large number of scientist and institutions to run
experiments with the same physics suites. (POCs: Ligia Bernardet CIRES/GSD and Jack Kain EMC)

Utilizing a collaborative framework, we would like to establish a new paradigm in which modeling
experts (but not necessarily parameterization developers) develop and fully utilize a hierarchical test
framework in order to "look under the hood" of the physical parameterizations to gain increased
scientific understanding of the individual parameterizations AND their interactions. The vision is to:

e Develop additional diagnostic and visualization tools to be shared with the community.

® Bring in process-based observations for development of process-based metrics.

e Compare operational parameterizations from leading NWP centers with each other and with
new innovations to make objective, independent decisions about best practices.

e Construct new parameterizations based on objective assessments of best practices for
representing key physical processes.

e Develop insight for perturbation strategies for different parameterizations.

e Work collaboratively toward the improvement in physical parameterizations. break down the
tribalism that has inhibited community efforts towards model development in the past.

With NGGPS support, GMTB (in collaboration with EMC and GFDL, and the NUOPC/ESPC Physics
Interoperability Committee) has done the initial development of CCPP and its Framework leading to the
CCPP v1 and v2 public releases, containing the GFDL microphysics plus the parameterizations of the
current operational GFS, as well as the ability to connect with the GMTB Single Column Model (SCM).
GMTB has also integrated the FV3GFS prognostic model with the CCPP, delivered the code to EMC and
started a code review process for inclusion of the integration onto the FV3GFS authoritative repository.
This project aims at continuing development of the CCPP so that it contains the current operational GFS
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physics, the candidates for the advanced physics suite, and new physics developments to be used in
future operational implementations. GMTB is already supported to make CCPP-compliant several
parameterizations that are candidates for the FY21 FV3GFS implementation. Non-GMTB community
collaborators have committed in-kind support to make additional parameterizations CCPP-compliant for
conducting experiments. As part of the NCAR-NOAA Memorandum of Agreement (MOA), which focuses
on common infrastructure, NOAA and NCAR (WRF, MPAS, and CESM) models are moving forward to use
the same framework for connecting physics and dynamics, and therefore being able to easily
interchange physics between the two organizations. Likewise, the Navy Research Laboratory has
expressed interest in implementing the CCPP to its next-generation model NEPTUNE and possibly its
current operational global forecast system NAVGEM. Additional development of the CCPP Framework is
expected to support emerging needs, and a unit and regression test for the CCPP Framework will be
established under Hurricane Supplemental funding. The long-term vision is that the CCPP ecosystem will
support many levels of engagement: users, developers, core partners, and operations.

To provide CCPP-compliant physics, the task of providing caps is primarily one of making explicit lists of
all the physics arguments that are passed to and from the atmosphere driver and among the physics
schemes. These lists are table-like text files documenting the names, meanings and units of the
variables. The purpose of the CCPP Framework is to be a pass-through layer that can use these lists to
generate calls to the physics during the running of the Atmosphere Driver (e.g. FV3). A few
computations can be made by the CCPP Framework, such as automatically flipping the order of the
arrays used by parameterizations whose order differs from the one used in the dycore, or changing units
of variables when dycore and parameterizations are discrepant. Given the CCPP-specific lists (that
depend on the physics suite), the linking of an Atmosphere Driver to the CCPP will be one of filling the
necessary inputs and processing the outputs in a way that the atmospheric model requires. This
matching of variables would occur in a specific Atmosphere Driver cap that calls the CCPP layer. The
EMC FV3-based models use the Interoperable Physics Driver for a cap. Having individual caps for each
parameterization, instead of calling groups of parameterizations together, will enable the ability of
switching an individual scheme (e.g., the deep convection scheme), therefore enabling tests to be
conducted.

In addition to the development of software, documentation, and training for the CCPP, this project also
aims at the establishment of the CCPP governance. It is envisioned that there will be a small set of CCPP
suites and parameterizations that will be supported to the general community, namely the operational
suite and candidates for advancements. It is important to control the number of parameterizations in
the supported CCPP such as not to overburden the CCPP users and funding agencies. Therefore, a
governance structure must be established to determine programmatic, scientific, and technical criteria
for inclusion in the supported CCPP. It is also anticipated that there will be parameterizations that are
CCPP-compliant but not supported, for example those that are under development and testing by the
general community.

Intrinsic to the CCPP is the concept of hierarchical development and testing. During testing,

parameterizations should be assessed using several “tiers” of modeling configurations, arranged in a
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simple-to-complex hierarchy, as discussed by Oberkampf and Trucano (2002) and Rood (2017). Testing a
physical parameterization innovation within such a structure allows one to objectively address how well
it represents the physical processes it was designed to encompass in relative isolation from
parameterizations for other processes. This capability is important because parameterization suites are
often tuned/optimized as a package, such that better overall skill is achieved through compensating
errors within different parameterizations in the suite, rather than optimal performance of each scheme.
The sequential addition of model feedbacks adds levels of complexity to the interpretation of results as
testing proceeds toward a potential operational configuration. Results of testing provide information
for ongoing and iterative development.

This concept of hierarchical model testing has been partially implemented by GMTB, which has
developed a SCM and made it available along with the CCPP and put in place a global workflow for
conducting physics development. It has also been embraced by EMC, as reflected by the inclusion of a
Hierarchical Model Development project in its FY2018-FY2020 Implementation Plan (NCEP 2018).
Funding solicited as part of the Hurricane Supplemental provides us with a unique opportunity to build a
world-leading capacity for accepting contributions from the broader research community, providing a
comprehensive testing framework for developers, and a transparent, efficient, objective, and
authoritative set of procedures for evaluating techniques and strategies for parameterization of physical
processes. Results from these tests can inform the CCPP Governance process and determine inclusion of

new parameterizations, and updates to existing ones, to the CCPP.

Major Risks and Issues:

e The CCPP Framework is not yet fully integrated onto the master code repositories of EMC and
not all candidate parameterizations for the FY21 FV3GFS v2 operational implementation have
been made CCPP compliant. Until these capabilities are established, tests should be conducted
outside of the CCPP framework while its development progresses. This is being mitigated by
focusing GMTB work on CCPP development. Additionally, a capability for using both
CCPP-compliant and non-CCPP-compliant parameterizations in a single run has been developed.

® CCPP could be developed but not adopted by EMC due to perceived overhead of using a more
general code whose functionality extends beyond FV3. This is being addressed by frequent
meetings and exchange of planning information and materials between the core group (GMTB
and EMC), as well as with a larger community (NUOPC Physics Interoperability Team and EMC
SIP Physics Team).

Major resources requirements:

e Personnel: Adequate personnel at GMTB to document and train the community in the use of
CCPP and the hierarchical model development framework, as well as to make the
CPT/EMC/CSU/Utah CCPP-compliant (already funded).

e HPC:TBD

Dependencies/linkages with other projects:
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e Software Architecture Working Group: also considering physics-dynamics interface
e Verification Working Group: involved in development of metrics for inclusion in the CCPP

Core development partners and their roles:

e GMTB and NCAR: evolve CCPP Framework

e GMTB: Coordinate the documentation and training of CCPP and hierarchical model development
framework

e GMTB, EMC, PSD, NCAR: Develop hierarchical modeling development and testing framework

e EMC: Participate in CCPP Governance and use. Transition CCPP framework to operations.

e GMTB and Physics scientists: Contribute CCPP-compliant interfaces and documentation for
parameterizations that are candidate for operationalization

Major Milestones:
e Year1(FY19)
o Q1: CCPP capability working in FV3 with GFS operational physics and candidates for
FY21 implementation, including FV3-GFSv1, RAP/HRRR, and CPT/EMC/CSU/Utah suites
(all atmospheric parameterizations in Table 5.1; excludes FLake freshwater lake model
and Noah-MP land surface model).
o Q1: CCPP governance in place for assessment of which suites will become part of the
NOAA-supported physics package.
o Q2: CCPP public release with operational and developmental parameterizations. CCPP
Tutorial.
o Q3: Adoption of CCPP at EMC for tests toward FV3GFSv2 implementation.
o Q4: Definition and implementation of additional set of hierarchical physics tests,
building from existing efforts in GMTB and drawing on EMC experience
e Year 2 (FY20)
o Q2: CCPP updated with operational and developmental parameterizations. Public
release and training on CCPP and hierarchical model development framework.
o Q2: CCPP Framework unit and regression test established
o Q4: Enhanced hierarchical physics tests
e Year 3 (FY21)
o Q2: CCPP updated with operational and developmental parameterizations. Public
release and training on CCPP and hierarchical model development framework.
o Q2: FV3GFS operational implementation using CCPP.
o Q4: A comprehensive, robust testing framework with capabilities for the testing and
development of physical parameterizations
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Project 5.3: Collaborative framework for developing physical parameterizations

FY19

FY20 FY21

Q1

Q2

Q3

Q4 Ql Q2 Q3 Q4 |Q1 Q2 Q3 (Q4

Provide CCPP capabilities and governance for
testing all candidate physical parameterizations for
FV3GFSv2 (Q1), public release and tutorial (Q2),
and definition and implementation of additional
diagnostic capabilities from hierarchical testing

framework (Q4)

Augment CCPP framework and
regression test procedures; transition
CCPP to operations in FV3GFSv2

Update CCPP with candidates for future operational
implementation, execute periodic public releases and conduct
training sessions with CCPP and hierarchical testing framework;
deliver a comprehensive , robust testing framework with
capabilities for the testing and development of physical

parameterizations
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ANNEX 6: DATA ASSIMILATION

The NCAR/JCSDA ‘Blueprints for Data Assimilation Workshop’ in 2016 identified the following grand
science challenges:

e Coupled data assimilation across the Earth System.

e Multi-scale data assimilation across temporal and spatial scales, from global to convective.

e Dealing with massive increases in the volume of obs, particularly hyperspectral sounders and

radar.
® Representation of model uncertainty in ensemble systems.
e Dealing with non-linearity and non-Gaussianity in background and observation errors.

Efficiently transitioning research to address these challenges into operations requires a new
object-oriented software framework that facilitates ‘separation of concerns’ and enables efficient
collaboration. The ‘Joint Effort for Data Assimilation Integration’ (JEDI) project was initiated to develop
this framework. A planning meeting was held in April 2017 to discuss the scope, priorities and
requirements for JEDI. The initial milestones will focus on development of a Unified Forward Operator
(UFO) library, and Interface for Observational Data Access (IODA), and implementation of these
capabilities into the operational FV3-based atmospheric global data assimilation system. The first step
for each of these milestones is to define high-level abstract interfaces between the components of the
system (such as the UFO, IODA and the data assimilation solver). Once these interfaces have been
defined, existing codes will be adapted to use these interfaces. The ultimate goal is to develop a
community-oriented development model whereby contributions from the research community
addressing the grand science challenges can be efficiently implemented and tested, and if the results
warrant, transitioned into the operational system.

The projects listed below focus on addressing the science challenges listed above and on the
development of the JEDI framework. JEDI is enabling technology that will allow the operational and
research community to work together on addressing the long-term grand science challenges, but also
will facilitate addressing more immediate operational challenges including .

® Improvement of forward models (including cloudy radiances and the development of operators
for new instruments), GPS-RO operators, radar reflectivity and Doppler winds.

e Improvements to quality control and monitoring.

e Improvements in observation error representation (including the effects of correlated
observation error and errors of representivity).

® Improvements in background-error modelling (including the treatment of sampling error in the

estimation of ensemble-based covariances, i.e. localization).

Data assimilation for the coupled state (land/ocean/atmosphere/chemistry/aerosols/sea ice).

Improvements in observation and background bias correction techniques.

