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10 Abstract

11 Despite great efforts towards automation and reproducibility, mesh generation remains a 
12 major ‘gray area’ in coastal ocean modeling. In this manuscript we introduce the NOAA Office of 
13 Coast Survey (OCS) mesh generation tool ‘OCSMesh’, an end-to-end data-driven, object-oriented, 
14 unstructured mesh generation Python tool that uses geometry and sizing function objects to define 
15 mesh domain and resolution, primarily targeting SCHISM applications. OCSMesh leverages 
16 SCHISM’s greater flexibility and robustness with skewed elements to deliver faithful 
17 representations of the DEM (Digital Elevation Model) at different modeling scales (i.e., creek-to-
18 ocean). The main novelties OCSMesh brings are its relentless pursuit of fidelity to the underlying 
19 DEM (e.g., capable of resolving arbitrarily small channels with no restriction, which is essential 
20 for compound flood studies), greater efficiency, and active and continued development. We 
21 demonstrate OCSMesh applications with two examples. In the first, we reproduce a cross-scale 
22 mesh used by a SCHISM-based 3-dimensional operational forecast system. Results show that the 
23 OCSMesh-based model can reproduce the skill of the operational model while taking a fraction of 
24 the time needed for mesh development. The second example shows how the highly efficient 
25 OCSMesh mesh merging process can be used in a relocatable forecasting scenario. We show that 
26 within reasonable time (< 2-hours) we are able to not only create a high-resolution mesh for a large 
27 river basin, but also merge it into the coarser operational mesh. With that approach we can deliver 
28 more realistic flood predictions for the area of interest, which are essential for timely flood hazard 
29 mitigation. 
30
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39 1. Introduction

40 Unstructured grid (UG) models have been increasingly used in cross-scale coastal ocean 

41 modeling studies. This trend is largely attributed to UG’s greater flexibility and accuracy in 

42 capturing the terrain by enabling localized refinement or coarsening as a function of the regions’ 

43 relevance and project-specific resolution requirements (Ye et al., 2019). Mesh generation is the 

44 most laborious and consequential step during the development of an ocean circulation model. This 

45 step is often performed by humans with the aid of software based on a graphical user interface and 

46 guided by a highly subjective decision-making process that fails to promote automation, 

47 objectivity, and reproducibility (Conroy et al., 2012; Roberts et al., 2019). Several automated 

48 unstructured mesh generation packages have been developed in order to address these limitations 

49 (Gorman et al., 2008; Conroy et al., 2012; Remacle and Lambrechts, 2018; Roberts et al., 2019; 

50 Trotta et al., 2021). However, despite these efforts, mesh generation is still regarded as an ‘art’ as 

51 it requires almost unachievable trade-offs between accuracy (i.e., faithful representation of 

52 topographic and bathymetric features), computational cost (i.e., mesh resolution in terms of the 

53 node and element count), and mesh ‘quality’ (e.g., regularity of triangles or other types of cells). 

54 Given that computational costs and model stability are generally non-negotiable requirements, this 

55 trilemma is usually resolved at the expense of mesh accuracy.

56 Automated mesh generation packages are often designed envisioning its application 

57 towards a particular modeling system, and as a result, they tend to compensate for the limitations 

58 of these models. For instance, to accommodate the numerical instabilities inherent in many ocean 

59 models, modern automated mesh generation packages are designed with advanced features to 

60 ensure equilateral triangulation and smooth transitions in mesh resolution (Gorman et al., 2008; 

61 Conroy et al., 2012; Roberts et al., 2019). While these features are crucial for the numerical 

62 stability of targeted models, an excessive focus on smoothness and ‘mesh quality’ inevitably leads 

63 to the creation of unnecessarily larger meshes (Ye et al., 2023). This in turn increases 

64 computational costs, thus further skewing the mesh generation trilemma by sacrificing both 

65 accuracy and costs in favor of model stability. Another common feature in those packages is 

66 Digital Elevation Models (DEMs) smoothing before and after the interpolation of topobathy data 

67 into the mesh. This common practice, prevalent in the literature, would fundamentally alter the 

68 characteristics of the DEM and thus introduce system-wide changes in the simulated processes 

69 that modelers would then attempt to erroneously compensate during model calibration (Ye et al., 
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70 2018; Cai et al. 2020; Zhang et al., 2024). For example, most published works in coastal ocean 

71 modeling focus on the choice of model, algorithm, and parameters, but glossed over the critical 

72 role played by mesh representation of the DEM, therefore making the analysis dubious at best 

73 (Zhang et al. 2024). Therefore, we believe that the development of an objective, defensible, 

74 reproducible, and accuracy-focused automated mesh generation package is best based on 

75 numerically robust ocean models that free the mesh generation process from these mesh ‘quality’ 

76 error compensations.

77 SCHISM is a community-supported, open-source model that stands out for its ability to 

78 seamlessly simulate 3D baroclinic circulation across creek-to-ocean scales using highly efficient 

79 semi-implicit finite-element/finite-volume methods for solving a wide range of hydrodynamic 

80 processes and biogeochemical applications (Zhang and Baptista, 2008; Cai et al. 2021). SCHISM 

81 also strives to faithfully ingest the observed bathymetry by allowing skewed horizontal mesh 

82 elements as well as mixed-element meshes (triangular and quadrangular), thus waiving the need 

83 for bathymetry smoothing and other types of artificial mesh manipulations (Zhang et al., 2016; 

84 Zhang et al. 2024). In fact, judicious use of skewed elements is particularly advantageous in 

85 nearshore regime due to the numerous competing meshing constraints. For example, defense 

86 structures like levees and jetties are usually located in close proximity to navigation channels. The 

87 combination of these horizontal mesh tolerances with highly configurable vertical grid schemes 

88 leads to extremely powerful ‘polymorphism’ (a single SCHISM grid allows 1D/2D/3D 

89 configurations in different regions) that can effectively support a myriad of real-world applications 

90 (Zhang et al., 2015; Zhang et al. 2016). To fully leverage SCHISM’s robustness, the mesh 

91 generation process must be re-oriented towards two in silico oceanography principles described in 

92 Zhang et al. (2024): i) the underlying terrain is a first order model forcing, and as such should not 

93 be smoothed beyond the resolution of the unstructured mesh; and ii) the mesh resolution and 

94 domain extent should be dependent on the simulated processes (and thus, is not a consequence of 

95 the numerical instabilities of the targeted model). 

96 In this paper we introduce the NOAA Office of Coast Survey (OCS) mesh generation tool 

97 ‘OCSMesh’, an automated unstructured mesh generation Python package targeting SCHISM-

98 based applications. OCSMesh was designed to deliver faithful representation of the DEM by 

99 leveraging SCHISM’s greater flexibility and efficiency with skewed triangular and optional 

100 quadrilateral elements. Different from other mesh generation packages, the main novelties 
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101 OCSMesh brings are its relentless pursuit of fidelity to the underlying DEM (e.g., capable of 

102 resolving arbitrarily small channels with no restriction, which is essential for compound flood 

103 studies), greater efficiency, and active and continued development. The software features a suite 

104 of specialized functions specifically designed to translate SCHISM’s mesh generation 

105 requirements into continuous cross-scale meshes that extend from small creek systems to 

106 expansive oceanic domains. OCSMesh’s capability of individually generating and seamlessly 

107 merging different mesh domains (i.e., river systems, floodplain, and ocean) ensures that the 

108 generated meshes are well-suited for integration within operational modeling frameworks and 

109 relocatable ocean modeling platforms, enhancing the effectiveness and flexibility of simulations 

110 across contrasting spatial scales. OCSMesh is freely distributed via GitHub1 and can easily be 

111 installed on different operating systems. In fact, a few user groups have successfully utilized this 

112 tool in their own mesh development work (Mani et al., 2022; Sun et al., 2022; Martins et al., 2024).

113 This manuscript is structured as follows: Section 2 describes the application cases, 

114 including the model setup and short synoptic history of the major events during the simulation; 

115 Section 3 describes the OCSMesh main functions and end-to-end mesh generation workflow; 

116 Sections 4 and 5 present the outcomes of the two application cases; Section 6 presents the final 

117 discussions and conclusions.

118

119

120 2. Description of Application Cases

121 Floods can be driven by different types of forcings of fluvial (riverine flood wave), pluvial 

122 (direct precipitation), and coastal (storm surges) origins. If these all occur simultaneously and in 

123 close progression of each other they can exacerbate flood impacts (Wahl et al., 2015). State-of-

124 the-art models have demonstrated their capacity to combine features of traditional hydrology and 

125 ocean modeling through the development of seamlessly integrated creek-to-ocean model meshes, 

126 which leads to more accurate representations of the compounding effects of coastal floods (Ye et 

127 al., 2020). Here we developed two cross-scale examples to demonstrate 1) OCSMesh mesh 

128 generation workflow and mesh merging processes, and 2) its deployability during major 

1 OCSMesh GitHub Repo; URL: https://github.com/noaa-ocs-modeling/OCSMesh, last accessed in Mar 2025.
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129 compound-flooding events. These examples were set up based on the Surge and Tide Operational 

130 Forecast System Three-Dimensional Component for the Atlantic Basin (STOFS3D-Atlantic2) 

131 model, and the outputs from the OCSMesh-based model were compared to STOFS3D-Atlantic’s 

132 outputs. 

133 The first example shows how OCSMesh performs the very laborious and error-prone task 

134 of creating cross-scale meshes. More specifically, this example demonstrates how OCSMesh 

135 generates a size function-based floodplain mesh, then triangulates a continuous drainage network 

136 (creek, rivers, and channels) derived from representations of the thalwegs and river banks in the 

137 DEM, and finally merges them into STOFS3D-Atlantic ocean mesh (Figure 1). The goal of this 

138 example is to assess whether OCSMesh can reasonably develop a seamless creek-to-ocean mesh 

139 for the entire US East Coast in a timely manner and produce model estimates comparable to that 

140 of STOFS3D.

141

142
143 Figure 1. Geographical domain of the STOFS3D-Atlantic mesh, in-situ data locations used for model output 

144 comparison, and National Water Model-based river heads. 

145

2 STOFS-3D-Atlantic: 3-D Surge and Tide Operational Forecast System for the Atlantic Basin; URL: 
https://polar.ncep.noaa.gov/estofs/, last accessed in Mar 2025.
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146 The second example demonstrates the software’s potential deployability within a 

147 relocatable operational modeling framework during an emergency scenario. A frequent request 

148 from users when approaching coastal flood events is high-resolution data, which can be obtained 

149 by deploying a separate nested high resolution numerical model into larger-scale ocean forecasts 

150 (Trotta et al., 2021). Here we used a different approach where a high-resolution compound flood 

151 mesh for the Pearl River Basin between the states of Mississippi and Louisiana was created using 

152 OCSMesh and merged into the STOFS3D-Atlantic mesh with the objective of conserving 

153 computational costs (by increasing resolution only where necessary) while downscaling processes 

154 in the area of interest. Our goal with this example is to evaluate whether OCSMesh’s mesh 

155 generation and merging processes can be efficiently used in relocatable cases by seamlessly 

156 merging the high-resolution mesh generated for a target area into a baseline mesh in a timely 

157 manner (between forecast cycles).

158 Modeled total water levels, water temperature, salinity, and surface velocities were 

159 compared at 1220 stations, including 744 water level, 308 temperature, 115 water salinity, and 53 

160 currents gauges corresponding to the location of existing CO-OPS, USGS, and NDBC stations 

161 (Figure 1). The location of these stations was used for creating point-based model outputs for 

162 further skill assessment (Section 4.2.2).

163

164 2.1. Baseline Model for Comparison

165 In its operational version STOFS3D-Atlantic uses NOAA’s High-Resolution Rapid 

166 Refresh (given high-priority) and Global Forecast System (given low-priority) as surface 

167 meteorological forcing. The global operational Real-Time Ocean Forecast System (G-RTOFS) is 

168 used for subtidal three-dimensional boundary forcing of water temperature, salinity, and currents. 

169 Subtidal water level forcing is taken from Copernicus gridded Absolute Dynamic Topography 

170 (ADT) satellite altimetry. River heads are forced using 7446 inlet points from the NOAA’s 

171 National Water Model (NWM) (Cosgrove et al., 2024) (Figure 1). The model open boundary is 

172 tidally forced using the finite element solution FES2014 global ocean tide atlas (Lyard et al., 2021). 

173 Our hindcast version only differs from the operational STOFS3D in terms of atmospheric forcing, 

174 which was derived from the fifth generation ECMWF atmospheric reanalysis (ERA5) (Hersbach 

175 et al., 2020), and in terms of three-dimensional open boundary forcing based on the data-
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176 assimilative HYbrid Coordinate Ocean Model (HYCOM) (Chassignet et al., 2007). All hindcast 

177 simulations in this paper were hotstarted using the HYCOM 3D fields. A detailed description of 

178 the STOFS3D-Atlantic setup adopted in this study is provided by Cui et al. (2024). Note that the 

179 operational version of ‘STOFS3D-Atlantic’ differs from the hindcast version shown in this paper 

180 in that the former has been continuously run for a few years, with each forecast hotstarted from 

181 the previous forecast cycle.  

182 The STOFS3D-Atlantic mesh, in its current version, has a total of 2,973,769 nodes and 

183 5,728,020 elements. Mesh resolution varies from 100 meters near river banks and parts of the 

184 coastline to 1,000 meters overland (Figure 2 a, b, c). Horizontal resolutions in the continental shelf 

185 vary between 1,000 and 4,000 meters while in the deep-water regions resolutions are mostly within 

186 the 5,000 and 6,000 meters range.

187
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188
189 Figure 2. STOFS3D-Atlantic horizontal (a) mesh resolution, where b) is a zoom-in view of the coastal Louisiana and 

190 c) is the histogram of mesh resolution distribution; d) is the number of vertical layers in the vertical grid and e) is a 

191 zoom-in view of the on coastal Louisiana, f) is the vertical grid configuration along a typical transect shown in (e).

192

193 The vertical grid uses the Localized Sigma Coordinates with Shaved Cell (LSC2) vertical 

194 coordinate system for cross-scale applications (Zhang et al., 2015), which allows for each grid 

195 node to have its own sigma discretization by treating the mismatch in the number of vertical layers 

196 between neighboring nodes as ‘shaved’ cells at the bottom. As shown in Figure 2 (d, e, and f), the 

197 STOFS3D-Atlantic vertical grid has a large number of layers (up to 50) in the deep-ocean areas, 

198 and transitions to 2 vertical levels (surface and bottom, i.e., 1 layer) over the floodplain. This 
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199 discretization allows SCHISM to treat the floodplain in 2D depth-averaged mode, while 

200 seamlessly transitioning to 3D configuration over the river and ocean domains. Figure 2f shows 

201 the vertical discretization of a transect from upstream Mobile Bay - Alabama to the continental 

202 shelf (Figure 2e).

203 For efficiency, classical first-order Upwind finite volume transport scheme was used for 

204 upstream/overland regions, where salinity and temperature gradients are small. In major rivers, 

205 estuaries, and the ocean, where 3D processes are important, we used a third-order Weighted 

206 Essentially Non-Oscillatory (WENO) for transport as it better preserves baroclinic gradients 

207 compared to lower-order schemes (Ye et al., 2019). Bottom friction was set as dependent on the 

208 water depth, with coefficients varying from 0.0025 (in estuaries and oceans) to 0.01 (in the 

209 watersheds). Relaxation of tracers was applied to cells within 1.5 degrees of the open boundary. 

210 Smagorinsky-like filter was applied over pre-defined ocean zones to avoid spurious oscillations. 

211 The entire STOFS3D-Atlantic setup was automated and can be found on the SCHISM GitHub 

212 repository3. For details on the aforementioned parameters, refer to the setup driver script4 and to 

213 Cui et al. (2024).

214 It is worth noting that the goal of this manuscript is not to improve STOFS3D-Atlantic 

215 setup and parameterization but instead to closely replicate it with an OCSMesh-generated 

216 horizontal mesh. Therefore, assessing the model setup and calibration is beyond the scope of this 

217 work.

218

219 2.2. Case-study Timeframe

220 The model runs include most of the 2021 hurricane season for a period between July 01 to 

221 September 30. The first 45 days of simulations were discarded from the analysis to avoid direct 

222 influence from the HYCOM hotstart as well as to allow plenty of time for the NWM flows to 

223 propagate from the river heads to the river mouths. During the August 15 to September 30 

224 timeframe, six major hurricanes passed through the STOFS3D-Atlantic domain, with three making 

225 landfall within the CONUS (Figure 3).

3 SCHISM GitHub Repo; URL:  https://github.com/schism-dev/schism, last access in Mar 2025.
4 STOFS 3D Atlantic driver script; URL:  https://github.com/schism-dev/schism/blob/master/src/Utility/Pre-
Processing/STOFS-3D-Atl-shadow-VIMS/Pre_processing/stofs3d_atl_driver.py, last accessed in Mar 2025.
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226

227
228 Figure 3. Hurricanes that crossed the model domain between Aug-15 and Sep-30, along with their respective paths 

229 and categories (Saffir-Simpson Hurricane Wind Scale).

230

231 Hurricane Grace moved across the Caribbean before making landfall in the Yucatan 

232 Peninsula as a Category 1 hurricane on August 19, eventually regaining strength over the Gulf and 

233 making landfall on the Mexican coast on August 21 as a Category 3 storm (Reinhard et al., 2022). 

234 Henri was a Category 1 hurricane that made landfall as a tropical storm on August 22. After making 

235 landfall in Rhode Island, Henri followed an unusual track moving west before moving east and 

236 dissipating over the Atlantic (Pasch et al., 2022). Hurricane Ida made landfall at Port Fourchon, 

237 Louisiana on August 29 as a Category 4 hurricane, causing above ground water levels of more 

238 than 4 meters along the east bank of the Mississippi River and delivering more than 250 mm of 

239 precipitation over portions of southeastern Louisiana and Mississippi (Beven et al., 2022). 

240 Hurricane Larry reached Category 3 right before entering the STOFS3D-Atlantic domain. Larry 
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241 then passed through east of the Bermuda Islands as a Category 1 hurricane and made landfall in 

242 southeastern Newfoundland on September 11 (Brown et al., 2021). Hurricane Nicholas made 

243 landfall on September 14 in the Matagorda Peninsula - Texas as a Category 1 hurricane. Although 

244 its formation can be traced back to August 28 over the coast of Africa, it was not until September 

245 13, while over the warm waters and unstable atmospheric conditions of the Gulf, that Hurricane 

246 Nicholas gained strength. Nicholas is reported to have brought heavy rainfall and caused major 

247 flooding across the southeastern United States (Latto and Berg, 2022). Lastly, Hurricane Sam was 

248 a high-intensity hurricane that passed eastward of Bermuda before weakening as it moved 

249 northeastwards (Pasch and Roberts, 2022). Sam reached its maximum strength over the Atlantic 

250 on September 26 (before entering the STOFS3D-Atlantic domain).

251

252

253 3. OCSMesh Design and Application

254 3.1. Mesh Engines

255 The NOAA Office of Coast Survey (OCS) mesh generation tool ‘OCSMesh’ is a data-

256 driven, object-oriented, unstructured mesh generation Python tool that uses geometry and sizing 

257 function objects to define mesh domain and resolution, primarily targeting SCHISM applications. 

258 OCSMesh is mainly designed for DEM-based workflows (although it also supports shape or mesh-

259 based workflows) and is highly flexible to accommodate skewed triangular and quadrilateral 

260 elements. OCSMesh relies on the Python wrapper for the JIGSAW library (JIGSAW-Python5) as 

261 the main meshing engine (Engwirda, 2014). It also utilizes the Triangle6 mesh engine (Shewchuk, 

262 2002) through some of its utility functions for meshing constrained areas (Section 3.4).

263 The JIGSAW engine performs mesh generation based on a hybrid solution of conventional 

264 Delaunay triangulation. The algorithm is based on the Frontal-Delaunay paradigm, being more 

265 theoretically robust than advancing-front techniques and outperforming Delaunay-refinement 

266 techniques (Engwirda, 2014). This unstructured mesh generation and tessellation library can be 

267 applied to planar, surface, and volumetric triangulation domains. OCSMesh relies on the JIGSAW-

5 JIGSAW-Python Library; URL:  https://github.com/schism-dev/schism, last accessed in Mar 2025.
6 python wrapper around Jonathan Richard Shewchuk's two-dimensional quality mesh generator; URL: 
https://github.com/drufat/triangle, last accessed in Mar 2025
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268 Python package for the C++ JIGSAW scripts to perform mesh construction for 2-dimensional 

269 geometry and user-defined mesh-size constraints. Triangle is a light weight C-based package used 

270 for exact Delaunay triangulations, constrained Delaunay triangulations, conforming Delaunay 

271 triangulations, and Voronoi diagrams (Shewchuk, 2002). Triangle mesh generation is driven by 

272 command line switches that control several aspects of the mesh generation, including minimum 

273 internal element angle, maximum triangle area constraint, and the specification of auxiliary mesh 

274 points. In OCSMesh, the merging of different meshes, which is essential for creek-to-ocean mesh 

275 generation, is entirely reliant on Triangle (see Section 3.4).

276

277 3.2. Software Design 

278  The built-in Geom and Hfun objects are responsible for pre-mesh generation processing. 

279 Geom is a singleton object representing the mesh domain that can be created via input raster, shape, 

280 or pre-existing mesh files. The Raster class defines objects used for handling DEM files (e.g., 

281 GeoTIFF and NetCDF); it also wraps several RasterIO functionalities, including: clipping, 

282 reprojecting and CRS handling, windowing, contour extractions, etc. The Raster-based Geom 

283 object uses the Raster class to define the mesh domain by enclosing polygons created from 

284 specified elevation contour boundaries extracted from DEM files. Other geometry types supported 

285 by OCSMesh are: Mesh-based for defining the domain based on a pre-existing mesh, Polygon-

286 based for manually defined domains, and Collector type for a combination of the aforementioned 

287 geometries. The Collector type is the most convenient Geom for SCHISM applications as it allows 

288 for the ingestion of a list of raster files, where the list’s order corresponds to the order of priority 

289 in which raster files are considered, thus allowing for a more faithful representation of the 

290 topography and bathymetry.

291 The Hfun (size function) object defines the element size through several size specifications 

292 methods, such as: global maximum and minimum, based on DEM slopes, and based on a detected 

293 or specified region or the distance from it. These size specification methods can be combined 

294 within the Hfun object for highly customizable mesh resolutions and transitions. Like the Geom 

295 object, the Hfun object can be defined based on rasters, mesh, or a combination of the two 

296 (Collector type). Unlike the common approach used in other meshing tools, OCSMesh optimizes 

297 the size function generation by addressing it tile by tile (raster and/or mesh), where: i) a mesh is 
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298 created for each tile according to the multiple size specifications, ii) the element size values of this 

299 mesh are interpolated back onto the mesh, and iii) all these tile-specific meshes are combined 

300 according to their order of priority. This unstructured Hfun is more memory efficient and flexible 

301 than matrix-based approaches (Mani et al., 2021) used by most mesh generation software.

302 Finally, the JIGSAW array representation (msh_t) of the Geom and Hfun objects are 

303 generated and passed to the mesh engine. Mesh post-processing in OCSMesh includes fixing 

304 common mesh generation problems such as node duplicates, isolated and pinched nodes, small 

305 elements, unconnected patches, and folded-boundaries. In addition, the interpolation of topobathy 

306 elevations into the mesh and the automatic detection of the mesh boundaries (land, open, and 

307 islands) can be carried out as part of the post-processing. Mesh boundaries can be defined either 

308 as a function of the elevation of the boundary nodes (i.e., elevation < 0 = Ocean Boundary), or 

309 based on its location in relation to predefined polygons. For more information readers are 

310 encouraged to refer to the OCSMesh GitHub repository (see Software and data availability) and 

311 official NOAA Technical Memorandum (Mani et al., 2021).

312

313 3.3. SCHISM-based Mesh Generation Criteria

314 OCSMesh achieves seamless land-ocean mesh generation for SCHISM-based applications 

315 by: i) enforcing customizable subdomain-specific mesh generation requirements, and ii) 

316 integrating the resulting subdomain meshes into a domain-wide mesh (pre-generated ‘ocean’ 

317 mesh). For compound flooding, the targeted subdomains are the floodplain and rivers. SCHISM-

318 based mesh generation criteria for these subdomains are summarized as follows.

319

320 3.3.1. Floodplain

321 Heuristically when developing a SCHISM mesh for the floodplain, the dry watershed 

322 boundary must always remain dry. In other words, the upper limit of the floodplain mesh domain 

323 must be set at an elevation above the probable reach of extreme flood levels. This prevents the 

324 flood waves from reaching an unrealistic ‘wall’ at the boundary of the mesh, and thus being 

325 reflected back and interfering with the incoming flood. Moreover, higher resolutions should be 

This preprint research paper has not been peer reviewed. Electronic copy available at: https://ssrn.com/abstract=5226658

Pr
ep

rin
t n

ot
 p

ee
r r

ev
ie

wed



13

326 used near the coastline and river banks for refined wetting and drying representations and smooth 

327 flow conveyance and routing.

328

329 3.3.2. River

330 River systems can be numerically represented during the delineation of the floodplain mesh 

331 by either passing the river network as high-resolution arcs to the Hfun object or as a separate 

332 system composed of basic river features, such as river bank and thalwegs. The former does not 

333 ensure channel connectivity while potentially resulting in an unnecessarily large number of 

334 elements, and therefore should be avoided in compound flooding applications. The latter demands 

335 a more detailed representation of the river arcs that captures essential riverine features, in addition 

336 to complementary inner and outer arcs (see Ye et al., 2023).

337 Meshes for the riverine subdomain should take advantage of SCHISM’s polymorphism 

338 and treat the river system as a combination of quadrangular-like elements (for well-defined 

339 channels) and triangular elements (for river junctions and other complex areas), as well as 

340 seamlessly migrate between 3D, 2D (horizontal and vertical), and quasi-1D configurations (Ye et 

341 al., 2020). According to Zhang et al. (2024), quadrangular elements can be used to: i) more 

342 accurately represent flow due to its flow-aligned segments (Holleman et al., 2013); ii) improve the 

343 representation of 3D processes as a result of its higher and easy-to-control cross-channel 

344 resolution; and iii) reduce mesh element count. At the same time, triangular elements allow for 

345 greater flexibility, which is essential when representing channel crossings and complex riverine 

346 structures at river junctions.

347

348 3.4. Workflow

349 In order to automate the generation of continuous compound flooding meshes for SCHISM, 

350 we developed a workflow that separately fulfills the aforementioned criteria for each mesh 

351 subdomain. The horizontal mesh generation and merge with the pre-generated ‘ocean’ mesh is 

352 performed entirely within OCSMesh, while prior river delineation and model deployment are 

353 performed by other SCHISM-oriented packages (Ye et al., 2023; Calzada et al., 2023). The 

354 workflow is shown in Figure 4 and later tested in Sections 4 and 5. It should be mentioned that 
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355 although the entire workflow is being considered, we will focus our discussions on the segments 

356 pertaining to OCSMesh as the evaluations of the complementary packages (Figure 4a and 4e) is 

357 beyond the scope of this study. 

358

359
360 Figure 4. Workflow for deployable compound flood meshes using OCSMesh. Parts ‘a’ and ‘e’ are outside 

361 OCSMesh and are handled by other SCHISM-oriented packages. Part ‘b’ illustrates the floodplain mesh generation 

362 which relies on JIGSAW, and Part ‘c’ shows the river mesh generation that uses polygons that represent major river 

363 features and are triangulated using Triangle. Part ‘d’ represents the mesh merging processes which also relies on 

364 Triangle.
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365

366 In addition to the topographic and bathymetric DEM datasets, the workflow also requires 

367 river channel data (Figure 4a), which can be manually delineated or automatically extracted. Here 

368 we use RiverMeshTools (Ye et al., 2023), a parallel Python-based tool that accurately detects river 

369 thalwegs from DEMs (pyDEM) to generate river data for mesh generation (RiverMapper). 

370 RiverMapper can output either arcs (line-strings with equal number of vertices along the channel, 

371 each indicating features such as channel banks, center, etc. spaced equally across each channel 

372 section) or polygons (cleaned up arcs that ensure the representation of main river features). Both 

373 RiverMapper outputs can be used as inputs to OCSMesh, with the arcs used for quadrangular 

374 elements and the polygons for triangular elements. 

375 As mentioned before, the floodplain mesh should encompass the entire floodplain so that 

376 during storm surge events the flood does not reach the edges (dry boundary) of the mesh. In our 

377 case studies we adopted the +10 meters contour line as the standard cut-off value for the floodplain 

378 extent (Geom object). The wet-boundary of the floodplain mesh was extended over the ocean 

379 domain (down to the -50 meters contour line) to ensure overlap between subdomains generated by 

380 OCSMesh and the ocean side mesh (assumed an input in the scope of this paper) during the mesh 

381 merging process (Figure 4d). Although customized refinements based on the topography, contour 

382 lines, constant resolution between contour lines, feature (line) or polygon, as well as feature 

383 channels (add_subtidal_flowlimiter, add_contour, add_constant_value, add_feature, 

384 add_subtidal_flowlimiter, respectively) can be applied for generating floodplain mesh (see Mani 

385 et al., 2021), we passed a constant global minimum resolution of 500 meters to the Hfun, at the 

386 expense of increased final mesh size. This demonstrates that even very large meshes can be 

387 handled by the mesh generator and easily integrated by our creek-to-ocean mesh generation 

388 workflow.

389 Going back to the river subdomain, OCSMesh utility scripts can be used to quadrangulate 

390 RiverMapper’s arcs and identify overlaps between the individual river reaches (Figure 4c). These 

391 overlap areas are treated as river junctions and then triangulated using the Triangle mesh engine. 

392 To guarantee that the junction attributes identified by RiverMapper are represented in the mesh, 

393 RiverMapper’s polygon coordinates are passed to the Triangle mesh engine as auxiliary points. 

394 Connectivity is ensured by directly triangulating between the boundary nodes of the quadrangular 

395 mesh (channels) and the boundary nodes of the triangular mesh (junctions). To replicate the 
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396 STOFS3D mesh, which only has (elongated) triangular elements in the river channels, a simpler 

397 approach is adopted where only RiverMapper polygons are used (both for channels and junctions) 

398 to generate a triangular river mesh. Note that this triangle-only approach is still much more 

399 efficient than the size function approach, which results in excessively large meshes due to 

400 prioritization of mesh ‘quality’ while still lacking cross-channel resolution, especially in very 

401 narrow rivers.

402 The floodplain and river meshes are then merged to a pre-generated ocean mesh (Figure 

403 4d) using OCSMesh utility functions for merging overlapping meshes 

404 (utils.merge_overlapping_meshes), followed  by a mesh cleanup (to eliminate node duplication, 

405 isolated and pinched nodes, infinitesimally small area elements, and isolated small patches). 

406 Lastly, mesh boundaries (land, open, and islands) are defined using the OCSMesh boundary 

407 extraction functions.

408 Figure 5 illustrates the OCSMesh merging process, where the floodplain mesh (Figure 5a) 

409 is generated based on DEMs using the Geom and Hfun objects that are passed to the JIGSAW 

410 engine. The river mesh (Figure 5b) is triangulated from the RiverMapper polygons using the 

411 Triangle engine. These two meshes are passed to the merge_overlapping_meshes utility function 

412 (Figure 5c). The function then carves out the floodplain based on the river mesh (buffered by some 

413 layers of adjacent elements - see yellow areas in Figure 5c), and remeshes the constrained gap 

414 using the Triangle mesh engine. Note that the floodplain nodes that fall within the gap are passed 

415 to the Triangle engine as auxiliary points, thus preserving the original floodplain triangulation.

416

417
418 Figure 5. Generation of a continuous floodplain + river mesh, where a) depicts the Geom and Hfun - based floodplain 

419 mesh, b) depicts the RiverMapper-based river mesh, and c) depicts the final merged product (note the buffer zones 

420 around river banks).
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421

422 The last section of the workflow (Figure 4e) is carried out by PySCHISM (Calzada et al., 

423 2023), a Python-based package for preparing inputs for 3D baroclinic SCHISM runs, including 

424 open boundary forcing, riverine input, and atmospheric forcing. A description of the automated 

425 STOFS3D-based model setup and its parameters is provided in Section 2.1.

426

427

428 4. Example Application 1: Automating the STOFS3D-Atlantic Mesh Generation with 

429 OCSMesh

430 4.1. Model Pre-Processing

431 In order to make our results reproducible we wrote a step-by-step Jupyter Notebook 

432 tutorial7 covering the floodplain and river mesh generation and merge process following the design 

433 criteria of Section 3.3 and the workflow of Section 3.4 for the entire STOFS3D domain. This 

434 tutorial is publicly available on the OCSMesh GitHub and can be easily adapted for specific use 

435 cases. Assuming that many OCSMesh users may not have access to High Performance Computing 

436 systems or cloud computing, we ran the tutorial on a consumer-grade laptop with a 12th Gen 

437 Intel(R) Core (TM) i9 processor and 32GB of installed RAM. 

438 To demonstrate the versatility of OCSMesh, even for large scale and high-resolution cases 

439 such as the one proposed here, we recorded the time and memory usage during the mesh generation 

440 process. The first step (Figure 4b), which consists of the generation of the floodplain mesh, took 

441 less than 1 hour to complete, resulting in a 1.1 million-node mesh. The triangulation of the 

442 RiverMapper polygons for the entire East Coast and the Gulf rivers took about 15 minutes and 

443 resulted in a 1.4 million-node mesh. Merging the river mesh into the floodplain took close to 40 

444 minutes and resulted in a mesh with 3.2 million nodes. Finally, this mesh was merged to the 1.4-

445 million node ocean mesh, taking nearly 3 hours to complete (most memory-intensive step). The 

446 total meshing process is therefore close to 5 hours.

7 Example Application 1 Tutorial: URL: https://github.com/noaa-ocs-
modeling/OCSMesh/blob/main/Tutorials/ApplicationExample01.ipynb, last accessed in Apr 2025.
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447 The resultant horizontal mesh has a significantly larger number of nodes (over 5 million) 

448 in comparison to the almost 3 million-node STOFS3D grid; as in the STOFS3D mesh, most nodes 

449 are located on the floodplain and the riverine domains (Figure 6 a, b, c).

450

451
452 Figure 6. OCSMesh a) horizontal mesh resolution, where b) is a zoom-in view of the on coastal Louisiana and c) is 

453 the histogram of mesh resolution distribution; d) shows the number of vertical layers used; e) is a zoom-in view of the 

454 on coastal Louisiana, f) is the vertical grid configuration along a typical transect shown in (e).  

455

456 Note that the automated mesh’s large size is not solely due to the higher resolution of the 

457 floodplain (500 meters) but also due to the addition of a large number of elements during the 
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458 floodplain and river mesh merging process (Figure 5c). For instance, the merged floodplain and 

459 river mesh has a substantially larger number of nodes (3.2 million) than the original STOFS3D’s 

460 floodplain (1.1 million nodes) and river (1.4 million nodes) meshes combined. This increase in 

461 mesh size during merging is due to OCSMesh standard configuration, where all nodes from the 

462 low priority mesh (floodplain) are preserved while ensuring that the new triangles have an internal 

463 angle larger than 30 degrees. These criteria can be relaxed if computational cost is a concern. 

464 However, excessively small internal angles will create sharp transitions that may adversely affect 

465 wetting and drying over the floodplain (Figure 7). 

466

467
468 Figure 7. Mesh (black) created by merging the river mesh (blue) into the floodplain mesh (green) without restrictions 

469 (a) and with standard OCSMesh constraint for internal angles (b).

470

471 In Figure 7 we show two merging criteria; an excessively relaxed criteria (Figure 7a), 

472 where the transition (in black) does not preserve the original floodplain mesh nodes as no auxiliary 

473 points and no minimum internal angle are enforced, versus the standard criteria where a minimum 

474 30-degree angle is enforced while also keeping the original floodplain mesh nodes (Figure 7b). 

475 Similarly, the merging of the 3.2-million node floodplain+river mesh with the pre-existing 1.4-

476 million node ocean mesh also results in a final mesh that is larger (5 million nodes) than the 

477 combined node count of the input meshes.

478 The same vertical grid configuration was used for both manually-created STOFS3D mesh, 

479 and automated OCSMesh mesh. The OCSMesh mesh-based model was successfully deployed 

480 with these horizontal and vertical discretizations using the automated scripts for STOFS3D 

481 deployment (stofs3d_atl_driver.py on the SCHISM GitHub repository8).

8 STOFS 3D Atlantic driver script; URL:  https://github.com/schism-dev/schism/blob/master/src/Utility/Pre-
Processing/STOFS-3D-Atl-shadow-VIMS/Pre_processing/stofs3d_atl_driver.py, last accessed in Mar 2025.

This preprint research paper has not been peer reviewed. Electronic copy available at: https://ssrn.com/abstract=5226658

Pr
ep

rin
t n

ot
 p

ee
r r

ev
ie

wed

https://github.com/schism-dev/schism/blob/master/src/Utility/Pre-Processing/STOFS-3D-Atl-shadow-VIMS/Pre_processing/stofs3d_atl_driver.py
https://github.com/schism-dev/schism/blob/master/src/Utility/Pre-Processing/STOFS-3D-Atl-shadow-VIMS/Pre_processing/stofs3d_atl_driver.py


20

482

483 4.2. Model Evaluation

484 Simulations for both models, STOFS3D (3 million nodes) and OCSMesh-based model (5 

485 million nodes), were carried out in a high-performance computing environment using fifty 

486 compute nodes for a total of four thousand cores. The model had to be restarted throughout the 

487 simulation as it exceeded the wall-clock time limit of 8 hours. To complete the 99-day simulation 

488 over nineteen hours for the STOFS3D simulations and forty hours for the OCSMesh-based 

489 simulations were needed.

490

491 4.2.1. Qualitative Assessment

492 The last of the three in silico oceanography guiding principles described by Zhang et al. 

493 (2024) stresses that model assessment should focus on processes. Thus, qualitative skill assessment 

494 cannot be substituted by quantitative error metrics, which are often misleading, easily manipulated, 

495 and do not necessarily assess the underlying processes. One of the most well documented issues 

496 encountered during the development of a cross-scale 3D SCHISM model is the proper delineation 

497 and meshing (horizontal and vertical) of different regimes (or zones, such as deep/open ocean or 

498 eddying regime, nearshore non-eddying regime, and near steep slopes in the transitional regime). 

499 More specifically, meshes for the eddying regime should not include abrupt changes in resolution 

500 as it may distort eddying processes (Danilov and Wang, 2015). Still, both eddying and transitional 

501 regimes must follow the hydrostatic assumption (horizontal scale >> vertical scale), as its violation 

502 may cause spurious cold-water upwelling (Zhang et al., 2016). Even though our automated mesh 

503 only covers the non-eddying and overland areas, the merging with the manually created ocean 

504 mesh may introduce errors that should be investigated. Figure 8 presents a sea-surface temperature 

505 comparison between the STOFS3D and OCSMesh-based models against level-3 satellite data from 

506 Low Earth Orbit (LS3-LEO) (Jonasson et al. 2022).

507
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508
509 Figure 8. STOFS3D (first row), OCSMesh-based model (second row), and level-3 satellite sea-surface data (third row) 

510 comparison for the model hotstart (first column), day 52 (second column), day 72 (third column), and day 88 (fourth 

511 column).

512

513 Figures 8a, 8e, and 8i show the STOFS3D, OCSMesh, and LS3-LEO data at the time of 

514 the model hotstart using HYCOM. As expected, the STOFS3D and OCSMesh-based model 

515 hotstarts are nearly identical (as both use the same ocean mesh) and strongly resemble the 

516 observations (Figure 8i). As mentioned in Section 2.2, the first 45 days of simulations were 

517 discarded to minimize the influence of the hotstart. Figures 8b, 8f, and 8j show the sea-surface 

518 temperature at day 52, which coincides with Hurricane Grace’s landfall over the Mexican Veracruz 

519 coast and the transition of Henri from a tropical storm to a Category 1 hurricane (Figure 8j). As 

520 seen in Figure 8j, Hurricane Grace caused the emergence of a significantly colder water wake 

521 along its track as it crossed the northern Yucatan Peninsula and moved westward. Both models 

522 (Figures 8b and 8f) captured this behavior, although with colder temperatures. The models also 
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523 captured the upwelling from the intensification of Hurricane Henri over the US east coast (Figures 

524 8b and 8f). On day 72, both models (Figures 8c and 8g) show a clear trail of cold water upwelling 

525 along Hurricane Larry’s track, which is similar to the observations (Figures 8k). Last, we highlight 

526 day 88 (Figures 8d, 8h, and 8l), which comes after a long period of heavy rainfall over the 

527 Mississippi Basin in the aftermath of Hurricanes Ida and Nicholas. Both models' sea-surface 

528 temperatures show larger and colder river plumes (Figures 8d and 8h) than the observations 

529 (Figures 8l), attributed to either an underestimation of the river boundary temperature or an 

530 overestimation of the riverine flood. In Section 5 a high resolution, relocatable example is 

531 presented and followed by a deeper discussion on the hydrological implications of estimating 

532 compound floods without coupling to a hydrological model.

533 Elsewhere, the models were able to capture the general sea-temperature features, with a 

534 slight underestimation of temperatures (1 degree Celsius or less) between latitudes of 15 and 30 

535 degrees north. We also see slightly colder temperatures along steep bathymetries, such as along 

536 the Venezuelan coast, the northern Yucatan Peninsula, northeastern Florida, and the Bahamas. It 

537 is worthwhile to mention that these slightly colder waters along the continental coast are not the 

538 spurious cold-water upwelling mentioned in the previous paragraph, as similar patterns are also 

539 observed in the satellite imagery (Figures 8j, 8k, and 8l). It can also be noted that the OCSMesh-

540 based model produced warmer sea-surface temperatures around the Bahamas (Figures 8b, 8c, and 

541 8d) when compared to STOFS3D (Figures 8f, 8g, and 8h). That particular behavior, although 

542 closer to the observations, seemed counterintuitive since both models use the same mesh for the 

543 ocean domain. The most likely explanation is that, as part of the mesh merging process, OCSMesh 

544 fills gaps between meshes using a user-defined maximum area threshold. The threshold selected 

545 was high enough to also fill the smaller islands within the Bahamas and Turks and Caicos, which 

546 effectively expanded the non-eddy regime meshing areas. Meshing around steep slopes requires 

547 special care as documented in the SCHISM Manual (see Meshing for cross-scale regimes 

548 chapter9); even small changes in the horizontal and vertical discretization can lead to major 

549 changes in cold water upwelling because SCHISM does not apply any bathymetry smoothing. This 

550 type of qualitative assessment of the simulation results is crucial for identifying features introduced 

9 SCHISM Manual - Meshing for cross-scale regimes: URL: https://schism-dev.github.io/schism/master/mesh-
generation/cross_regime.html, last accessed Feb 2025.
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551 during the automated mesh generation process that otherwise would not be captured using standard 

552 quantitative skill metrics.

553 The main concern over the floodplain+river domain is that the flow is properly conveyed 

554 downstream. Flow impediments, especially in the cross-channel direction, result in the 

555 underestimation of flow downstream and overestimation of lateral inundation upstream, having a 

556 direct impact on the representation of the compound nature of coastal floods (Ye et al., 2023). 

557 Figure 9 shows both models wetting and drying from the beginning of the simulation (July 01) to 

558 August 15 (when we began assessing the model outputs) for one of the longest riverine systems in 

559 the STOFS3D domain (almost 100 km in the Pascagoula River - MS).

560

561
562 Figure 9. STOFS 3D (a, b, c, d, e) and OCSMesh (f, g, h, i, j) wetting (blue) and drying (transparent gray) for five 

563 timesteps within the ‘warm up’ period: Jul - 01 (a and f), Jul - 7 (b and g), Jul - 14 (c and h), Jul - 30 (d and i), and 

564 Aug - 15 (e and j).

565

566 By August 15, both models had propagated the flows from the upstream NWM all the way 

567 to the mouth of the river. It should be mentioned that the operational mesh uses an older version 

568 of RiverMapper that was triangulated using a graphical user interface software. Thus, flood 

569 conveyance is expected from the operational mesh. The STOFS3D wetting and drying shows a 
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570 larger inundated area when compared to the OCSMesh-based model. That cannot necessarily be 

571 attributed to flow impediments as RiverMapper (which was used for the STOFS3D mesh) ensures 

572 flood conveyance. Instead, that may be a consequence of the coarser floodplain resolution that 

573 leads to inadequate wetting and drying. Our results also show that long ‘warm-up’ periods are 

574 necessary for compound flood studies to ensure an initial state where all rivers are properly ‘filled 

575 up’.

576

577 4.2.2. Quantitative Model-to-Model Comparison

578 Here we use standard metrics (i.e., correlation coefficient, standard deviation, and root 

579 mean square error) to evaluate model reproducibility. Our goal is not to evaluate STOFS3D 

580 performance, but instead to assess our ability to reproduce the operational model outputs using 

581 automated meshing. For that reason, we focused our quantitative assessment on model-to-model 

582 comparison. Outcomes from the model skill assessment (against observations) were left to a 

583 separate publication that is currently under development. This quantitative comparison was carried 

584 out with a beta version of the NOAA Shared-Cyber Infrastructure and Skill Assessment package10. 

585 The location of all the available NOAA CO-OPS and NDBC, and USGS stations were used and 

586 the result is summarized in Figure 10.

587

10 NOAA Shared Cyber-Infrastructure Package; URL: https://github.com/NOAA-CO-OPS/Next-Gen-NOS-OFS-
Skill-Assessment, last accessed in Apr 2025.
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588
589 Figure 10. Taylor diagrams for a) water levels, b) temperature, c) salinity, and d) currents. The bold marks represent 

590 the median values for the location of the different data sources (CO-OPS, USGS, or NDBC). The cyan star represents 

591 the OCSMesh-based model average from all stations. The black star represents perfect skill (i.e., perfect match with 

592 STOFS3D). Contour lines represent root mean square error.

593

594 Our model produces water level estimates at downstream stations (most CO-OPS station 

595 locations) that are very close (correlation coefficient > .99, RMSE close to 5 cm) to STOFS3D 

596 (Figure 10a). The modeled water level at upstream stations (e.g., many of the USGS gauges), 
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597 however, is more sensitive to the skill of the NWM river forcing. Although major improvements 

598 have been made since its release in 2016, the NWM (in its 2.1 version) still presents absolute bias 

599 > 20% and correlation coefficient < 0.8 to almost half of the 10,000 USGS gauges over the CONUS 

600 (Cosgrove et al., 2024). Even though both models (STOFS3D and OCSMesh-based) were 

601 deployed using the same model setup scripts, the automated placing of NWM river heads is mesh-

602 dependent as different river discretization may produce different feeder channels (see Ye et al., 

603 2023 for details). Compounding the issue is the river mesh itself. The different river discretizations 

604 between the two models, despite being able to propagate water downstream (Figure 9), may not 

605 reflect the detailed river network meanders or capture very small creeks where upstream gauges 

606 (mostly USGS) are located. It should also be mentioned that several riverine stations within large 

607 low-lying areas, such as southern Florida and the Delmarva Peninsula, were marked as ‘no-signal’ 

608 (no flood signal captured in the timeseries) and were not considered for this skill assessment. 

609 These factors suggest that the automatic placing of NWM river heads using the STOFS3D-

610 based model setup or the delineation of channels may not have yielded the most consistent results. 

611 On the other hand, manually setting the location of more than 1,000 USGS-based model stations 

612 over the STOFS3D and OCSMesh-based meshes would be extremely laborious and 

613 counterproductive when the goal is automation. An alternative is explored in Section 5 where we 

614 increased the level of detail of the river representation on pyDEM/RiverMapper before exporting 

615 into OCSMesh. Last, determining flow direction and flow accumulation, especially in flat areas, 

616 is a well-documented challenge in watershed analysis due to the presence of problematic parallel 

617 flow lines (Zhang et al., 2017). As described in Section 3.4, our workflow uses the pyDEM 

618 package (Ye et al., 2023) for thalweg detection, which in turn relies on the traditional D8 flow 

619 algorithm (O’Callaghan and Mark, 1984). The D8 algorithm assigns flow direction from each cell 

620 towards the single neighboring cell with the highest elevation gradient. In order to better capture 

621 the dispersive nature of flow direction in such areas, multi-flow direction, moderately or fully 

622 dispersive methods (e.g., D∞, D∞-LTD, MD∞, and MD8) might be preferred as they were 

623 designed to produce a more realistic representation of overland flow (Orlandini et al., 2012). 

624 Our model also reproduces STOFS3D temperature with high fidelity (correlation 

625 coefficient ~ 0.95 and RMSE < 0.5 degree Celsius) (Figure 10b); thus, corroborating the similar 

626 temperature patterns shown in Figure 8. The OCSMesh-based salinity shows a similar performance 

627 to STOFS3D as well. However, salinity results are less consistent for different data sources (Figure 
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628 10c). The closest salinity model-to-model match was obtained for NDBC buoys (RMSE< 0.6 PSU 

629 and correlation coefficient > 0.9), which are mostly located in the open ocean where both models 

630 use the same ‘ocean mesh’ and the NWM inputs exert little to no influence. Note that the same 

631 behavior is not observed for temperature. In this case both open ocean NDBC buoys and upstream 

632 USGS gauges show similar metrics (RMSE ~ 0.5 degree Celsius and correlation coefficient ~ 

633 0.95). Water temperatures, especially in these very shallow waters (i.e., upstream stations), are 

634 highly influenced by air-sea interactions, which are based on the same inputs for both models. 

635 Therefore, higher temperature model resemblance, when compared to salinity, is expected despite 

636 the different river discretization and river head placing, as temperature estimates are more rapidly 

637 ‘rectified’ by the ambient temperature.

638 Current velocity evaluation shows greater model similarity at tidal stations (most of the 

639 CO-OPS and NDBC), with RMSE < 0.08 meters per second and correlation coefficient > 0.9, 

640 while the models tend to diverge at riverine gauges (RMSE ~ 0.12 meters per second and 

641 correlation coefficient < 0.7). It should be noted current estimations at these riverine locations (i.e., 

642 small channels) are more sensitive to small differences in the cross-section area than those 

643 downstream. Therefore, lower model resemblance at USGS station locations is expected as the 

644 two models have different discretizations for the river network. 

645 The similarity in results of our reproducible workflow compared to the operational mesh 

646 reinforces the claim that defensible modeling, and more specifically automatic mesh generation, 

647 is indeed within reach (Zhang et al., 2024), even for large scale cases where local tuning and 

648 calibration may still be necessary.

649

650

651 5. Example Application 2: Relocatable High-Resolution Mesh with OCSMesh

652 5.1. Relocatable Mesh Generation

653 For this example, suppose we would like to locally boost the resolution of the river network 

654 within the same computational domain of the previous example (see Section 4.1). To achieve this, 

655 we generate a very detailed river delineation product using RiverMapper and then create a high-

656 resolution river mesh for the Pearl River Basin between Louisiana and Mississippi (223,349 

657 nodes). Here we took advantage of the JIGSAW-based mesh refinements to create a high-
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658 resolution floodplain mesh that has 50-meter resolution up to the 1-meter isobath, 100-meter 

659 resolution between the 1- and 5-meters isobaths, and 200-meter resolution between the 5 to 10 

660 meters isobaths, with a coarsest resolution of 500 meters. The final floodplain mesh has a total of 

661 160 thousand nodes. These local river and floodplain meshes can each be created in less than 15 

662 minutes and combined in 10 minutes. In this mesh the resolution at river junctions reaches less 

663 than 10 meters, and most rivers have resolution of up to 25 meters (Figure 11).

664

665
666 Figure 11. High resolution local mesh to be relocated inside the coarser STOFS3D mesh. Including horizontal (a) 

667 mesh resolution, where b) is a zoom-in view of an area with complex interconnected channels,  c) is the histogram of 

668 mesh resolution distribution.

669

670 Timeliness is a major constraint in a relocatable scenario. More specifically, the successful 

671 merging of the high-resolution subset mesh for the area of interest into the coarse mesh must be 

672 concluded within reasonable time (e.g., in a fraction of the forecast cycle) so it can provide detailed 

673 flood predictions with enough lead time. The proposed OCSMesh workflow can achieve this in 

674 less than 107 minutes for a 425,000-node local mesh that is combined into operational STOFS3D. 

675 The final mesh has almost 3.4 million nodes and can be deployed using STOFS3D configurations 

676 and setup. A step-by-step Jupyter Notebook tutorial covering this example application, which 
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677 includes the floodplain and river mesh generation and merge into the STOFS3D mesh, is available 

678 on the OCSMesh GitHub repository11.

679

680 5.2. Model Deployment and Results

681 Similar to the previous application, we defined a run time of 99 days starting on July 01, 

682 2021. Given that in a relocatable case the main target is to improve flood prediction in a timely 

683 manner, we decided to adapt the STOFS3D-based deployment to a much simpler 2D setup. In 

684 SCHISM the main difference between a 3D and a 2D case is the vertical grid configuration, where 

685 in the 2D case only two levels (top and bottom) are specified in the vertical grid. All other inputs 

686 were kept the same as the baseline model, except for the 3D boundary forcings and hotstart which 

687 are no longer needed (Section 2.1). Fifty compute nodes for a total of 4,000 cores were used to run 

688 the 2D simulations (one based on the STOFS3D horizontal grid and the other based on the 

689 relocatable mesh) on a high-performance computing environment. Both 99-day simulations were 

690 concluded in less than 4 hours wall-clock time.

691 In order to assess the models’ performance, we selected four water level stations: two 

692 located within the Pearl River Basin (02492600 upstream and 02492700 downstream) and two on 

693 the open water (301200090072400 on Lake Pontchartrain and 300722089150100 in the 

694 Mississippi Sound). We also selected three validation times: 1) thirty-six hours before the Category 

695 4 Hurricane Ida made landfall in Mississippi delta; 2) twelve hours after the landfall, when much 

696 of the surge had propagated overland; and 3) five days after landfall when major river flows 

697 flooded the upper basin as a result of the heavy precipitation (Figure 12).

698

11 Example Application 2 Tutorial: URL:https://github.com/noaa-ocs-
modeling/OCSMesh/blob/main/Tutorials/ApplicationExample02.ipynb, last accessed in Apr 2025.
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699
700 Figure 12. STOFS mesh-based (a, c, and e) and OCSMesh-based (b, d, and f) model wetting and drying on Aug-28 (a 

701 and b), Aug-30 (c and d), and Sep-03 2021 (e and f). Red dots represent the USGS stations used for model assessment. 

702 Red squares refer to the zoomed-in areas on Figure 7 and 13.

703

704  In the first snapshot, both models show the upper and lower Pearl River as mostly dry, with 

705 wet areas concentrated over the main channels (Figure 12a and 12b). In the second timestep, the 

706 lower half of the basin as well as the surrounding low-lying areas are completely wet as the storm 

707 surge propagates landward (Figure 12c and 12d). Four days later as the river flows increase the 

708 opposite pattern is observed, with most of the upper half of the basin being wet and the lower basin 

709 being dry (Figure 12e and 12f). Figure 13 depicts the wet model elements for the respective 

710 timesteps at a small area in the lower Pearl River Basin (see the area highlighted in Figure 12).

711
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712
713 Figure 13. Zoomed in model wetting and drying on Aug-28 (a and d), Aug-30 (b and e), and Sep-03 2021 (c and f) 

714 for the STOFS mesh-based (a, b, and c) and OCSMesh-based (d, e, and f) models.

715

716 The higher resolution river mesh along with the higher resolution floodplain mesh resulted 

717 in a much more realistic wetting and drying (Figure 13d and 13f) when compared to the original 

718 STOFS3D horizontal mesh (Figures 13a and 13c). The STOFS3D mesh leads to a disjointed 

719 propagation of flow, which indicates its resolution is not ideal for such river deltas that are 

720 interconnected by narrow and sinuous channels. The OCSMesh mesh (see Figure 11), however, 

721 does not have the connectivity issues that are apparent in the coarser STOFS3D mesh, clearly 

722 resembling the complex river network seen in the basemap (Figure 13d and 13f). It can also be 

723 noted during the maximum surge snapshot (Figure 13e) that there are several breaches along US 

724 Highway 90 (Chef Menteur Highway), indicating that even the high (50-meters) resolution given 

725 to the floodplain might not be enough to capture all the hydrologically important structures, such 

726 as road embankments.

727 As expected, the better discretization of the river network had a direct impact on the model 

728 hydrographs by allowing more flow to propagate downstream (Figure 14a and 14b). Figures 14a 

729 and 14b show that the high-resolution relocatable model captured a higher flood peak that is closer 
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730 to the upstream observations. In addition, the downscaled model also captured secondary flood 

731 peak signals from intense precipitation events following Hurricane Nicholas in late September that 

732 were not captured by the original model (Figure 14b). Yet, both models fail to faithfully represent 

733 the main features of the observed hydrograph.

734

735
736 Figure 14. Water levels at the USGS stations highlighted in Figure 12. Figure a) is the most upstream station, b) is the 

737 downstream station, c) is the station in Lake Pontchartrain, and d) is the station in the Mississippi Sound.  The vertical 

738 dashed lines indicate the timesteps (before, during, and after Hurricane Ida) highlighted in Figures 12 and 13. Water 

739 levels are referenced to NAVD88.

740

741 For instance, both models show a shorter basin lag-time when compared to the 

742 observations. The basin lag-time is controlled by basin characteristics such as length, slope, and 

743 drainage density, which can be captured by the mesh, and soil and land cover attributes (Wohl, 

744 2013) that are not included in this model setup. If soil properties and vegetation are not present in 

745 the model (i.e., no interception and infiltration) a shorter lag-time and a steeper rising limb are 
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746 expected as water can propagate faster downstream. Moreover, the model recession limbs also do 

747 not resemble the observed hydrograph. The slope of the recession limb is strongly controlled by 

748 the subsurface and base flows (Wohl, 2013), where the larger the below surface contributions are, 

749 the less steep the recession limb tends to be. Figure 14b shows a much steeper model recession 

750 limb when compared to station 02492700. That model behavior is also expected since only surface 

751 runoff contributions are accounted for in the models. The model recession limb at station 02492700 

752 is less steep than the observed hydrograph. The main reason for this erroneous behavior is the 

753 initial water level overestimations. Prior to the rising limb, both models start from a much higher 

754 water level (approximately 4.5 meters) than the observations (approximately 3 meters). This 

755 erroneous starting point limits the potential recession of the modeled hydrograph to the levels 

756 observed on the data (4 meters by September 15). In addition, the larger water depths allow the 

757 upstream propagation of tides, which is not realistic when compared to the observations (Figure 

758 14a).

759 The relocatable example shows similar results when compared to the original mesh-based 

760 model at locations away from the high-resolution subset (Figure 14c and 14d). This is a desirable 

761 outcome as it indicates that the effect of high-resolution mesh directly nested into the coarser mesh 

762 does not extend much further from the subsetted area, thus not affecting the model performance 

763 elsewhere.

764

765

766 6. Discussion and Conclusions

767 In this manuscript we introduced an automated unstructured mesh generation Python 

768 package targeting SCHISM-based applications, developed and maintained by the NOAA Office 

769 of Coast Survey (OCS). This data-driven, object-oriented package is highly flexible and 

770 accommodates skewed elements for faithful DEM-based mesh generation. Originally released in 

771 2020, OCSMesh has an active user community and has been utilized for mesh generation in many 

772 SCHISM-based applications (Mani et al., 2022; Sun et al., 2022; Martins et al., 2024). Recent 

773 package updates allow for seamless end-to-end, creek-to-ocean mesh generation, which are 

774 explored in this manuscript through two example applications.
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775 The first application presents a defensible and reproducible automated mesh generation 

776 workflow for cross-scale coastal ocean modeling, using a well-known operational forecast system 

777 (STOFS3D-Atlantic) as the basis for model setup and output comparison. The goal of this example 

778 was to show that the proposed workflow can achieve model predictions (e.g., water levels, 

779 temperature, salinity, and current velocities) that are comparable to those from the original 

780 STOFS3D model. Although reliant on outside inputs (i.e., DEMs and RiverMapper river 

781 delineation polygons) and model setup (Figure 4), the mesh generation process is completely self-

782 contained and takes advantage of light-weight exact Delaunay triangulation libraries for otherwise 

783 computationally-heavy mesh merging steps (see Section 3.4). Our results show that the automated 

784 mesh can be easily imported within the STOFS3D workflow and closely reproduce the original 

785 model’s qualitative and quantitative skill (Section 4.2). The proposed OCSMesh workflow bridges 

786 the gap raised by two recent studies that have successfully automated the river network delineation 

787 process (Ye et al., 2023) and the cross-scale three-dimensional SCHISM model deployment (Cui 

788 et al., 2024), thus completing a fully automated, end-to-end, cross-scale, model creation process.

789 The second example shows a variation of the aforementioned workflow (Figure 4) where 

790 a high-resolution river and floodplain mesh generated by OCSMesh for the Pearl River Basin is 

791 directly merged into the coarser STOFS3D mesh to create a relocatable model. The merge of the 

792 high-resolution local mesh into the STOFS3D mesh was performed in a little over 1.5 hours, easily 

793 fitting within a forecast cycle (usually 6 hours). It should also be mentioned that the generation of 

794 the high-resolution local mesh itself (50-meter resolution floodplain with a dense representation 

795 of the river network for the entire Pearl River Basin) did not take more than 30 minutes. Therefore, 

796 there is the potential for the deployable high resolution meshes to be generated on-the-fly (rather 

797 than pre-generated for the entire east coast). Overall, the high-resolution relocatable model 

798 performs as expected by creating detailed wetting and drying representations and stronger riverine 

799 flood signals. The efficiency of OCSMesh in rapidly creating these relocatable meshes, allied with 

800 its easy deployability within the STOFS3D automated setup, can lead to major improvements on 

801 coastal flood hazard prediction if implemented in an operational framework.

802 Both examples suggest that there is still room for end-to-end model generation 

803 improvements. Within what can be changed in the current model setup, we highlight: i) the proper 

804 placement of model stations, which might have to be ‘adjusted’ in the case of coarse river 

805 discretizations or survey errors (Zhang et al., 2024); ii) the proper placement of river heads; and 

This preprint research paper has not been peer reviewed. Electronic copy available at: https://ssrn.com/abstract=5226658

Pr
ep

rin
t n

ot
 p

ee
r r

ev
ie

wed



35

806 iii) the local calibration of model parameters, such as drag. To what pertains to mesh generation, 

807 improvements on the river flood signals are obtained when substantially increasing the river 

808 discretization and the floodplain resolution at the expense of higher computational costs (i.e., 

809 larger meshes). Lastly, some limitations cannot be addressed within the current framework. For 

810 instance, the steep modeled hydrographs at upstream stations cannot be reliably improved without 

811 the inclusion of a hydrological model component capable of accounting for subsurface flows, 

812 in/extrafiltration, and soil-water processes.

813 With this study we demonstrate that the mesh generation trilemma that attempts to balance 

814 accuracy, computational cost, and mesh ‘quality’ and often leads to ‘gray areas’ in the mesh 

815 generation process, can be overcome when mesh ‘quality’ (i.e., triangle equilateral-ness) is no 

816 longer a concern. SCHISM’s greater numerical stability due to its implicit nature, frees the 

817 automated mesh generator (OCSMesh and potentially other packages) to focus on delivering 

818 faithful representation of the DEM. The tool and reproducible workflow presented in this 

819 manuscript deliver a major contribution towards defensible coastal modeling, which has been 

820 strongly advocated for by the SCHISM modeling community (Ye et al., 2023; Cui et al., 2024; 

821 Zhang et al., 2024). Future OCSMesh development will focus on expanding the proposed 

822 workflow to the ocean domain by addressing the different mesh requirements for the eddy, non-

823 eddy, and transitional regimes.

824

825

826

827

828

829

830

831

832

833

834

835

836
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