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Foreword 

This report is a compilation of a series of Technical Attachments that the author has 
written during 1996, referencing and documenting different aspects of the Eta-29 model 
(commonly referred to as the Meso Eta model). It is hoped that this information is 
complete enough so that readers may understand the strengths and weaknesses of the 
model, through knowledge of how the parameterizations, initialization, and integration of 
the model operate. This should allow forecasters to interpret the model guidance 
produced by the Eta-29 in a more scientific light. 

I would like to acknowledge all the good folks at NCEP who have been invaluable in my 
quest for the answers regarding the model, and to Western Region SSD for allowing me 
the opportunity to write about this model, which is proving to be a superior source for 
numerical weather prediction guidance. Special thanks go to Michael Baldwin, Geoffrey 
DiMego, Thomas Black, Jon Mittelstadt, and Andy Edman for providing encouragement 
and assistance in the publication of these Technical Attachments, and ultimately of this 
Technical Attachment. 
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A WESTERN REGION GUIDE TO THE ETA-29 MODEL 

Mike Staudenmaier, Jr. 
WRH-SSD/NWSFO SLC 

Salt Lake City, UT 

I. INTRODUCTION 

The National Center for Environmental 
Prediction (NCEP), formally known as 
NMC, has been developing and running 
numerical weather prediction models 
operationally since 1955. The first 
operational model was an equivalent­
barotropic model and from this model 
came the barotropic mesh model, which 
remained in use through 1985. The next 
major change to models came with the 
introduction of a six-layer hemispheric 
primitive equation (PE) model in 1966. A 
limited-area version of this model, known 
as the Limited-area Fine-mesh Model 
(LFM), became operational in 1971. It 
was replaced in 1977 by a finer-mesh 
model, known as the LFM II, but in 1981 
the original grid mesh was restored. In 
August 1980, the current seven-layer PE 
model was replaced by a twelve-layer 
global spectral model, which has evolved 
considerably since them into the Medium­
Range Forecast model (MRF) and the 

·Aviation (AVN) model. In the spring of 
1 985, a new Regional Analysis and 
Forecast System (RAFS) was introduced 
with· the Nested Grid Model (NGM) 
serving as the forecast model. In June 
1993, the Eta model replaced the LFM as 
the 'early' model run with 80 km 
resolution and 38 vertical layers. In early 
1996, a 29 km version of the Eta model 

1 

was tested in the field, with very positive 
results. By August 1996, the Eta-29 
(commonly referred to as the Meso Eta 
model) was fully operational and proving 
its worth to the field. 

II. BASIC DESCRIPTION OF THE 
MODEL 

As of this writing, the Eta-29 has a 
horizontal grid spacing of approximately 
29 km and 50 vertical levels, with layer 
depths that range from 20 m in the 
planetary boundary layer to 2 km at 50 
mb (Fig. 1 ). The eta coordinate, defined 
by Mesinger (1984 ), was used in order to 
remove the large errors which are known 
to occur when computing the horizontal 
pressure gradient force, as well as the 
advection and horizontal diffusion, along 
a steeply sloped coordinate surface. This 
coordinate system makes the eta 
surfaces quasi-horizontal everywhere as 
opposed to sigma surfaces which can be 
steeply sloped. Thus, this model should 
perform well in areas with widely varying 
topography. Because the eta coordinate 
is pressure based ·and normalized, it 
leads to a much simpler solution of the 
equations of motion in areas such as the 
pressure gradient force, horizontal 
advection, and diffusion. The eta 
coordinate is defined by the relationship: 



11 
= ( P - Pr )[Pre}zsfJ - Pr] 

Psfc - Pr Pre/0) - Pr 

where T refers to the top of the domain 
(25 hPa), sfc is at the models lower 
boundary, and ref is a reference pressure 
state that is a function of distance above 
sea level. Additional information in 
regards to the eta coordinate can be 
found in Black (1994). 

. The semi-staggered Arakawa E grid 
(Arakawa and Lamb 1977) is the basis of 
the model's horizontal structure. A 
sample subset of the .E grid can be seen 
in Fig. 2. Each H represents a "mass" 
variable point (such as temperature or 
moisture) and each V represents both 

· horizontal components of the wind. The 
. distance "d" is the spacing between 
adjacent H or adjacent V points, and the 

· magnitude of this distance is commonly 
used to indicate the model's hori~ontal 
resolution. The E grid lies upon a rotated 

. latitude"-longitude framework. This 
coordinate system is created by simply 
rotating the earth's entire geographic 
latitude-longitude grid so as to place the 
intersection of the equator and the prime 
meridian over the center of the forecast 
area. In d.oing this, the convergence of 
the meridians is minimized over the 
forecast area. Each grid box thus 
consists of a mass point surrounded by 
four velocity points, all of which lie along 
parallels and meridians of rotated 
latitude-longitude. 

The model topography is represented as 
discrete steps whose tops coincide · 
exactly with model layer interfaces. In 
determining their elevations, each 29 km 

c 
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horizontal grid box is firSt divided into 16 
subboxes. Mean elevations for each of 
these 16 subboxes are calculated from 
archived topography data. Using these 
values; the maximum mean value from 
each of the four rows and four columns 
are determined, resulting in eight 
intermediate terrain values. The mean of 
these eight values are taken to yield an 
intermediate value for the step height. 
Having already determined the height of 
each model layer interface based on the 
standard atmosphere and the specified 
distribution of vertical resolution, the final 
step elevation Is found by moving the 
mean either up or down to the' closest 
1e1yer interface in the model domain: 

A. schematic vertical cross ,section 
through the lowest layers of the. domain 
(Fig. 3) illustrates the various aspects of 
the horizontal and verticaL structure~ in 
the model. Within each model. layer, T 
represents "mass" variables such as 
temperature and moisture, whil'e U 
represents both horizontal components of 
the wind; Ps is the surface pressure .. · 

All velocity points that lie. on the edge of 
a step are given the value of zerp and 
retain it throughout the forecasf (these 
are indicated by the circled U's in Fig. 3). 
This is called the no-slip condition. 
Because of this condition, if any grid· point 
in the model lies in a "hole", where it is 
surrounded by steps of greater elevation, 
all four surrounding velocity points would 

. be zero. If this is the case, this "hole" is 
raised to the point where at leasf one of 
the surrounding velocities is nonzero. 
This is necessary to ensure that all grid 
boxes. that are above the model surface 
have some horizontal divergence to 
produce vertical advections. 



! . ' The assimilation procedure begins 3 
hours prior to the actual start of the 
forecast. At t-3 hours, or at 0000 UTC 
and 1200 UTC, a first guess is provided 
by the Global Data Assimilation System 
(GDAS) and applied to the Eta-29 
coordinate system. The model then 
integrates for 3 hours which provides the 
first guess to the new "initial" analyses at 
0300 UTC and 1500 UTC which utilizes 
all new available data, comprised of 
numerous aircraft reports, NEXRAD, 
profiler, and satellite observations. 
Finally, the 33 hour forecast is run. 

The model's boundary data on its single 
outermost row of points are obtained by · 
direct interpolation from the aviation run 
of the global spectral Medium-Range 
Model (MRF). At inflow boundary points, 
all of the prognostic variables are 
determined by the MRF data, while at 
outflow points, the velocity components 
tangential to the ,boundary are 
extrapolated from the interior of the 
integration domain. The values of the 
second outermost row are a blend of 
those along the boundary and those in 
the third row which are part of the true 

· integration domain. 

PROGNOSTIC VARIABLES 

The primary prognostic variables in the 
Eta-29 model are temperature, ·specific 
humidity, horizontal wind components, 
surface pressure, cloud water/ice and 
turbulent kinetic energy. The split-explicit 
approach is used in producing forecasts 
based on these quantities. This means 
that during each time step, after each 
process is computed, each of the primary 
variables is updated and the integration 
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continues. The time step in the Eta-29 
model is about }2 seconds. 

PARAMETERIZATION SCHEMES 

Both grid scale and convective 
precipitation in the model are predicted 
quantities. After every two adjustment 
time steps, or about every 2.5 minutes, 
grid-scale precipitation is formed if certain 
criteria are met, determined mainly by the 
amount of cloud water/ice as a function of 
temperature and vertical level in the 
model. Part or all of this precipitation 
may evaporate as it falls to the model 
surface if it falls though layers where the 
relative humidity is less than a 
predetermined value. Convective 
precipitation, based on the Betts-Miller 
cumulus parameterization (Betts 1986; 
Betts and Miller 1986) with some 
modifications based on work by Janjic' 
( 1994 ), is computed every four 
adjustment time steps, or about every five 
minutes. · Non-precipitating shallow 
convection serves to carry moisture 
upward and maintain low-level 
temperature inversions. Deep convection 
transports heat and moisture upward and 
produces rainfall. For both types of 
convection, reference profiles of 
temperature and specific humidity are 
constructed using the values of these 
variables that are present in the model in 
conjunction with specified vertical 
gradients that were determined from 
numerous observations in the field. The 
model values are then relaxed toward 
these reference profiles. The rainfall is · 
deduced from the net negative change of 
specific humidity in the model's deep 
convective cloud; if the net change in 
water vapor is positive (i.e. net 
evaporation occurred rather than 



condensation), no adjustment of the 
variables is made at that grid point An 
explicit cloud water prediction scheme 
(Zhao et al. 1991) is also incorporated in 
the model and determines the cloud 
water/ice ratio used in the precipitation 
process mentioned above. 

In this explicit cloud water prediction 
. scheme; the mixing ratio of cloud water 
and ice is an additional prognostic 
variable. This explicit cloud water 
prediction scheme takes into account the 
physical processes of evaporation, 
condensation, melting, freezing, 
sublimation, and deposition which occur 
in· the atmosphere. The amount of 
condensed cloud water is predicted 
throughout the domain and a three 
dimensional array indicates whether that 
condensate is liquid or solid. The cloud 
phase is strictly a function of temperature: 
(I) if T <0 oc then the cloud is liquid; (ii) if 
T <-15 oc then the cloud is ice; (iii) for 
intermediate temperatures, the cloud will 

. be .ice only if cloud ice existed in the 
same grid box or any box directly above 
during the previous time step. Thus, ice 
.is not allowed to develop in the cloud 
process until the temperature reaches -15 
oc. Cloud water is allowed to evaporate 
or sublimate when the relative humidity 
drops below a critical value which differs 
for locations in the model Whibh are 
located above water or above land. The 
model does not allow for more than one 
phase of cloud water within .any given 
grid box, although the grid-scale 
precipitation within a box can be both 
liquid and solid. Currently, this scheme is 
not linked to the convective 
parameterization. 
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The current version of the radiation 
package used in the model is based on 
the model developed at the Geophysical 
Fluid Dynamics Laboratory. It used to 
require the speCification of only· three 
levels of cloud (low, middle, and high), 
which were determined from the cloud 
amounts in all of the model layers. These 
were calculated by a simple relation 
based solely on the relative humidity . 
Now, however, the explicit cloud model is 
used to derive moisture and cloud at all 
model layers, leading to a much more 
realistic result. 

The soil package which was developed 
for the Eta-29 provides a more rigorous 
description of the ground' processes than 
those available in other operational 
numerical models. This soil model now 
employs two predictive soil layers. The 
upper layer is 10 em thick arid the lower 
layer is 190 em thick. The prognostic 
temperature for these layers iS valid at 
their centers. Internal vertical heat and 
moisture fluxes are computed. The initial 
soil temperature and moisture are taken 
from the 6-hour forecast from the Global 
Data Assimilation System. Soil type, 
vegetation type, and green vegetation 
fraction are specified as functions of 
geographic location and the latter also as 
a function of time. Variability in these 
quantities permits a much improved 
handling of such factors as ground 
permeability, transpiration effects; and 
albedo. Heat exchange With the 
atmosphere takes place either at the.bare 
ground interface or on the plant canopy 
composite. Moisture exchange occurs 
With the bare soil and with condensed 
water on plant surfaces as well as though 
transpiration via leaf pores. 



The vertical turbulent exchange follows 
that described by Mellor and Yamada 
( 197 4, 1982) and is carried out every 
eight advective time steps. Exchange 
between model layers in the free 
atmosphere is based on the Meller­
Yamada Level2.5 Model. In this scheme, 
turbulent kinetic energy is a fully 
prognostic variable that is carried on 
layer interfaces in the Eta-29. The 
predicted turbulent kinetic energy is then 
used to compute the exchange 
coefficients for the transfer of heat, 
moisture, and momentum between 
adjacent model layers. The exchange 
coefficients are used· to modify the 
prognostic variables in the _grid box 
though which the transfer is occurring. 
Surface fluxes of moisture and heat 
between the model surface and the first 
model layer are computed using Monin­
Obukov functions (Lobocki, 1993). 

The next section of this paper will discuss 
the initialization procedure in the Eta-29 
model along with potential problems with 
this procedure for the Western Region. 

Ill. THE INITIALIZATION 
PROCEDURE 

The initialization procedure for the Eta-29 
begins three hours prior to the actual start 
of the forecast model run. At t-3 hours, or 
at 0000 UTC, 0600 UTC, 1200 UTC, and 
at 1800 UTC, a first guess is provided by 
the Global Assimilation System (GDAS) 
using all available data. This first guess 
is applied to the Eta-29 coordinate 
system. The original analysis is 
converted from spectral space (off of the 
AVN model grid) to the Eta model native 
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grid and interpolated vertically to eta 
coordinate surfaces. This adjusted "first 
guess" is then interpolated to each 
observation location and the observed 
increments (observed - first guess) are 
computed. A multi-variate Optimum 
Interpolation (OJ) analysis of the 
observed increments is performed on the 
Eta-29 model grid and is used to modify 
and update the "first guess". The only 
variables in the model which are updated 
during the OJ analysis are temperature 
(T), the u- and v-components of the wind 
field (u,v), the specific humidity (q), and 
the pressure at the model terrain level 
(p*). The model then integrates for three 
hours, at which time another OJ analysis 
is performed on all observed data which 
has been received over the past 1 . 5 
hours that is in the form just mentioned 
(T,u,v,q,p*). The grids are modified 
based on these observed increments 
from the OJ analysis and these new grids 
provide the initial analyses for the 0300 
UTC and 1500 UTC runs of the model. 

These new analyses benefit from a later 
cutoff time for data injestion, utilizing new 
data during the last 1 .5 hours of the 
initialization period. This additional data 
is comprised of numerous aircraft reports, 
surface observations, profilers, and 
limited satellite observations. Once all of 
this data has been assimilated into the 
initial analysis, the 33-hour forecast is 
run. Boundary conditions for both the 
assimilation and model forecast are 
obtained directly from the AVN run of the 
NMC Global Spectral Model, thus one 
could consider the Eta-29 to be a nest 
inside the AVN model run. 



DISCUSSION OF PRESENT PROBLEMS 

Due to resolution differences between the 
model and reality, there are still locations 
that will likely not see the full potential of 
this assimilation process. Many places in 
the Western Region fall into this 
category. Even at 29 km resolution, 
many of the sharp gradients in 

. topography, especially narrow valleys or 
mountain ranges, are not represented in 
the model topography. Numerous cities 
in the Western Region are located in 
these types of locations. Thus, there are 
many observing stations in the Western 
.Region which actually lie below the model 
surface. .. Any data which in reality is 
greater than 25 mb below the model 
surface is not used in the assimilation 
process. Additionally, many second and 
third order surface. observation points 
( 103 of them in the Western Region) do 
not report station pressure at the station 
elevation. These sites .. must be. thrown 
out since the assimilation scheme does 
not know at what level to place the data. 
Because of these .facts, only 14% 
(20/144) of the NWS surface observation 
network in the Western Region will 
generally make it into the initia.lization of 

. the Eta-29. In the Western Region, the 
· locations most likely to have their surface 
data used in the Eta-29 model are much 
of Washington, portions of southern and 
central California, northeastern Arizona, 
western Idaho, and portions of central 
Montana (Fig. 4 ). Currently, no surface 
information from. Nevada or Utah makes 
it into the Eta-29 model. · 

A brief explanation of how surface data is 
processed during the assimilation 
procedure is needed at this point. As 
mentioned above, only T, u, v, q, and p* 
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are used in the assimilation process. 
Additionally, because of how the models 

· are set up for integration between levels, 
these variables exist at the mid-point of 
the layers, not at the layer interfaces (at 
the bottom or top of the layer). Thus, in 
reality, there is no model surface: Ncnr is 
there a level at 2 meters, or at ·1 0 meters. 
These values are derived from the Values 
at the mid-point of the lowest layer in the 
model dornain above the model terrain. 
Because of this, the first place in the 
model where inforrnatioh is needed· ·to 
correct the first-guess toWards reality is 
actually at the mid-point of the first layer 
above. the model's terrain,. which over 
elevated terrain can be a substantial 
distance above the model terrain .ai!ld 
therefore even further away from reality 
where the actual observation was taken. 
In order to generate the corrections 
needed to the first guess when the 
observation is below the lowest data level 
in the model requires extrapolation 
'underground' through the model surfa·ce 
and upward into the model's atmospheric 
portion of the profile. This is a very risky 
proposition for which no real effective, or 
realistic, procedure exists. Thus, to make 
the assimilation procedure easier, .fhis 
extrapolation is limited to no more than 25 
mb. So if a piece of observed data 
requires extrapolation of more than 25 rhb 
to reach the mid-point of the first model 
layer, it doesn't get used. J"his is the 
current method used in both the NGM 
and the ETA models since the 
development of the NGM model in 1983. 
The global model does not allow any 
extrapolation of data below the first sigma 
layer mid-point, so even more surfece 
data in the Western Region is thrown out 
in that model. 



Additionally, data cutoff occurs in 
radiosonde data as well because of this 
effect. In the model assimilation process, 
the model will use any data from a 
radiosonde which is above the mid-point 
of the lowest model layer and throw out 
any data which is located below this level, 
even if the model surface is located well 
above the real surface. Since the free · 
atmosphere is being used as the new 
'surface', low-level surface moisture 
gradients may be weakened or destroyed, 
and many ti~es this will create a drier 
and cooler surface than what actually 
exists in reality. Any low-level 
temperature gradients may also be 
weakened by this process as well as 
destroying low-level radiative inversions 
and frontal structure. The most 
suscepti~le locations for this loss of near­
surface data appears to be in a belt from 
Medford, OR to Grand Junction, CO, 
covering much of the Great Basin region. 
Figure 5 is a map showirJg the most likely 
areas for .data loss in radiosondes. 
Figure 6 shows typical depths of data 
loss for many of the radiosondes in the 
western portion of the United States. As 
can be seen, the Eta-29 improves over 
the Eta model on the data loss problem in 
most places, however, at some sites it 
has become slightly worse. Some sites, 
like Salt Lake City (SLC) are still losing 
the lowest 65 mb of the raob during the 
assimilation process. Clearly though, the 
benefits outweigh the drawbacks. 

Why is the Great Basin so prone to data 
loss during the initialization process? A 
likely reason may have to do with the way 
model topography is derived. In 
determining the surface elevation for a 
particular area, each 29 km horizontal 
grid box is first divided into 16 subboxes. 
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Mean elevations for each of these 16 
subboxes .are calculated from official 
United States Geological Survey (USGS) 
topographical data. Using these values, 
the maximum mean value from each of 
the four rows and four columns are taken 
to yield an intermediate value for the grid 
box surface elevation. The mean of 
these eight values are taken to yield an 
intermediate value for the model grid box. 
The final grid elevation is found by 
moving this mean value up or down to 
match the closest vertical layer in the 
model domain. Due to the particular 
nature of topography in the Great Basin, 
with numerous narrow north-south 
oriented mountain ranges with broad 
vall.eys, the model topography would be 
biased toward the higher elevation of the 
narrow mountains. Almost all of the 
surface data in the Great Basin however, 
comes from locations on the valley floors. 
This likely leads to most surface 
observation points being located more 
than 25 mb below the model topography 
and thus, being thrown out during the 
assimilation process. 

Currently, no mesoscale information is 
implemented in the initializ.ation process .. 
Even if mesoscale data sources become 
available in the Western Region for 
model ingestion, it is still questionable if 
much of this data would even pass the 
assimilation process, or if most of it would 
be thrown out, especially when referring 
to mesonets of surface observations 
occurring in areas previously mentioned. 
Additionally, only temperature, specific 
humidity, and station pressure are being 
ingested from those surface observations 
which make it into the assimilation 
process: No observed surface wind data 



is currently being used in the model, nor 
in any of the NCEP suite. 

At this time, the cloud model (Zhao et al., 
1 996) in the Eta-29 mode! is not 
initialized with cloud water or ice. Thus, 
the model must 'spin-up' or create cloud 
water/ice during the first few hours. This 
crE;!ates a slight lag in the development of 
precipitation as the cloud model must 
reach saturation before any precipitation 
can occur. Additionally, once the cloud 
model saturates, model clouds may 
develop in different locations than reality, 
as ·model clouds must develop due to 
model physics, without any basis on their 
actual location in reaHty. 

The soil model in the· Eta-29 is currently 
riot initialized with real-time moisture or 
temperature values, but rather With 
climatological values. Currently there is 
no real-time accessible nationwide 
network of root-zone .soil moisture or 
temperature observations available for 
assimilation. This poor initialization of 
soil moisture and temperatures can cause 
problems in the development of 
precipitation in the model. One reason is 
that soil moisture and temperature 
gradients can occasionally act as. 
focusing mechanisms for the initiation 
and sustenance of convection. 
Additionally, evaporation of soil moisture 
into the free· atmosphere can enhance 
low-level moisture in the atmosphere, 
leading to heavier rainfall potential and 
possible convection. Vegetation type and 
sci I type in the model are based on 1 
degree by 1 degree fixed climatological 
values. The green vegetative fraction, 
however; is based on 0; 15 degree by 
0.15 degree monthly fields based on a 5 
year climatology. These monthly fields of 
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green vegetative fraction are interpolated 
to actual days of the year, so the values 
can change slightly from day to day. 
Additional resolution of these fields is 
necessary at 29 km resolution, and will be 
even more necessary at 1 0 km resolution. 

The radiation scheme in the rnodel uses 
climatological values of carbon dioxide 
and ozone concentrations, which are not 
allowed to evolve during the forecast 
integration. Surface albedo is derived 
from 1 degree by 1 degree quarterly 
climatological fields which are then 
interpolated to actual days of the· year. 
·This first guess of albedo is then allowed 
to evolve based on snow cover and show 
depth, green vegetation fraction, sea lee, 
and model clouds, among other things. 
In a mesoscale model with a short 
forecast period, it might not be that 
important to have actual values of the 
chemical composition of the atmosphere. 
However, having values of actual surface 
albedo for initialization might irnprove the 
radiation scheme slightly. Satellite :data 

. is not used in the initialization of the 
radiation model, and since there is no 
cloud water/ice in the cloud model; the 

. radiation package does not. reflect reality 
in terms of cloud cover. 

Satellite data is currently used only to 
nudge the current analysis towards 
reality. With the 01 analysis, satellite 
observations must be in the form of 
temperature, wind, specific humidity, or 
pressure at the rnodel surface to be used. 
Almost all satellite data is not in this form, 
and thus cannot be used currently. In the 
current analysis scheme, the usefulness 
of sateilite data only includes GOES 
cloud drift winds, TOVS deep-layer 
thicknesses over the oceans, and SSM I . 



total column precipitable water. The 
cloud drift winds are used to augment 
upper air data and to add some detail to 
the upper atmospheric structure. Over 
the ocean, moisture profiles are 
subjectively determined based on certain 
cloud signatures and then added to the 
01 scheme. This data is low resolution 
(around 200 km resolution with 6 levels of 
relative humidity data) and can only be 
determined when certain cloud signatures 
exist over the ocean. SSMI precipitable 
water products are also being used in the 
assimilation process. This data has good 
horizontal resolution, but has NO 
information on how that moisture is 
distributed through the vertical column. 
Thus, this moisture can only be used to 
do an adjustment of the model 
precipitable water guess field. As stated 
above, no information from the satellite 
data is used in conjunction with the cloud 
model or the radiation package. 
Currently, the retrieved single layer 
temperatures and satellite-derived 
vertical profiles of temperature and 
moisture are not accurate enough to use 
in the 01 analysis. 

Even with all these problems in the way 
data is assimilated into the model, the 
Eta-29 still manages to capture much of 
the details of the day-to-day weather 
pattern. Due to its 29 km resolution, the 
Eta-291ikely manages to assimilate more 
data than any of the other models in the 
current NCEP operational numerical 
model suite, leading to better forecasts. 
Future plans to improve ·on the 
assimilation procedure can be found in 
section-9. The next section will discuss 
the convective parameterization scheme 
in the model along with current strengths 
and weaknesses in the Western Region. 
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IV. THE CONVECTIVE 
PARAMETERIZATION SCHEME 

THE BASIS OF THE SCHEME 

The Eta-29 model employs a convective 
parameterization scheme developed by 
Betts and Miller (1986) and further refined 
by Janjic' (1994) (hereafter BMJ scheme). 
The primary objective of the 
parameterization scheme is to ensure 
that the local vertical temperature and 
moisture structures, which in nature are 
strongly constrained by convection, be 
realistic in the model (Betts 1986). Since 
convective regions have characteristic 
temperature and moisture structures 
which can be observed, they were used 
as a basis for a convective adjustment 
procedure. In the BMJ scheme, the 
temperature and moisture profiles at a 
given grid point are relaxed 
simultaneously toward a profile type 
which has been observed in nature. The 
model first checks for deep convection, 
and then for shallow convection. By 
relaxing the profiles at a grid point 
simultaneously, the model always 
maintains a realistic vertical temperature 
and moisture structure in the presence of 
convection. By doing this simple 
adjustment, it is believed that the subgrid­
scale cloud and mesoscale processes 
which created these structures will be 
adequately represented. The BMJ 
scheme will be discussed in terms of the 
shallow convective and then the deep 
convective parameterizations. 

SHALLOW CONVECTIVE SCHEME 

Cumulus convection is a moist mixing 
process between the subcloud layer and 



drier air aloft, and not surprisingly, the 
.thermodynamic structure tends towards a 
mixing line (Betts, 1986). Betts (1982) 
has defined the mixing line as a linear 
approximation between the two source 
~egions, i.e. the subcloud layer and the 
drier air aloft. To determine the mixing 
line .• saturation points are used. These 
saturation points are simply the locations 
where the parcels become saturated after 
lifting. The BMJ shallow convective 
par~meterization uses this mixing line 
approach to create modified soundings 
reflecting the moist mixing process. 

In the BMJ shallow convective 
parameterization, the most un~table 
parcel at each grid point is found, and the 
model calculates its lift~d condensation 
level (LCL), which becomes the cloud 
base·. This p~rcel is lifted to calculate the 
cloud top, which is simply determined as 
the last model level where .the lifted 
parcel is warmer than ,the surrounding 
environment, i.e. at or just .b.elow the 
equilibrium level (EL). Additionally; the 
cloud top is forced to be below 4qQ mb, 
so that the shallow convective scheme 
doesn't modify the upper troposphere. 
The model then determines if the "cloud" 
is a) greater than 10 mb deep, b) less 
than 290 mb deep, and c) at least 2 
model layers deep. If these. criteria are 
satisfied at a grid point, a line connecting 
the saturation point of the cloud base with 

. the saturation point of the cloud top is 
determined. This line is called the mixing 
line. If any of these criteria are not met, 
the grid point is skipped. 

At this point, the model determines the 
modifications needed for the temperature 
profile. This is done simply by connecting 
the temperature at the model level just 
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below cloud base up to the model level 
just above cloud top, keeping the. slope of 
this line the same slope as that of the 
mixing line (Fig. 7). The profile is then 
connected to the remainder of the 
sounding below cloud base and above 
Cloud top with no modifications applied 
anywhere else. At this point, the newly 
modified temperature profile :is then 
corrected so that the net latent heat 
release is zero, which means. that you 
end up with no precipitation produced ·by 
this process .. 

Next, the . model determines which 
modifications are needed to create the 

- moisture profile. This process is 
somewhat complicated, but basically the 
modified moisture profile is modified so 
that the following two constraints will be 
met: 

1) No. precipitation will reach the ground, 
i.e. the net latent heat release due tb the 

. moisture .. change is zero, or the total 
·water vapor in the cloud is unchanged. 

2) The total entropy change due to the 
shallow convective parameterization must 
be a small positive quantity .. The entropy 
change due to the temperature change 
must be negative (since the temperatures 
cooled), therefore the entropy change 
due to the moisture change must·· be 
positive. In the model, the total entropy 
change is set to be 5% larger than the 
magnitude of the entropy change due to 
the change in temperature. 

What this means, is that the moisture will 
be moved upwards, so that net drying will 
occur near the cloud base, and net 
moistening will occur near the cloud top. 
It mimics the process of condensation 
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near cloud base, where there is latent 
heat release (warming) and water vapor 
changes state to liquid (drying of water 
vapor). Conversely, it mrmrcs 
evaporation near the cloud top, where 
there is cooling and moistening occurring 
with respect to water vapor. The 
adjustments occur in a way so that the 
net change to the sounding results in no 
precipitation produced. The model takes 
about 40 minutes to gradually apply these 
modifications to better simulate the 
convective process. 

DEEP CONVECTIVE SCHEME 

The BMJ deep convective 
parameterization scheme is based on the 
observation that deep convection is a 
thermodynamically driven process that 
transports heat and moisture upward in 
order to remove or reduce conditional 
instabilities (Janjic 1994 ). Precipitation is 
usually produced durillg this process. 
The vertical transportation of heat and 
moisture is accomplished through the 
process of mixing, as with the shallow 
convection. 

In the BMJ deep convective 
parameterization, the model first 
searches all the parcels within the lowest 
1 30 mb of the model surface and finds 
the most unstable parcel at each grid 
point. Just like in the shallow convective 
parameterization, the model calculates 
the LCL of this most unstable parcel and 
calls the model layer below this point, the 
cloud base. The cloud base must be at 
least one layer above the lowest model 
layer and/or at least 25 mb above the 
middle of the lowest layer. If the cloud 
base does not satisfy these requirements, 
the cloud base is lifted accordingly. The 
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parcel is then lifted to calculate the cloud 
top, which again is simply the model layer 
below or at the EL. If the depth of the 
cloud is greater than 290 mb, the deep 
convective parameterization will continue, 
otherwise this point will be checked to 
see if the shallow convective 
parameterization needs to be applied. 

If the cloud is greater than 290 mb in 
depth, the model will then determine the 
modifications needed for the temperature 
profile. From the cloud base to the 
ambient (environmental) freezing level, 
the temperature profile .is modified to be 
90% of the slope of the moist adiabat 
which goes through the cloud base (Fig. 
8). Betts (1982) found that the slope of 
the temperature profile in deep 
convection approached this slope as 
opposed to the slope of the moist adiabat. 
This suggested that the atmosphere 
remains slightly unstable, so that air 
rising in vigorous cumulus towers remains 
buoyant until its cloud water is converted 
to precipitation-size particles. From the 
ambient freezing level to the cloud top, a 
straight line is drawn to connect the 
points. 

Next, the model determines which 
modifications are needed to create the 
moisture profile. To understand how the 
modified moisture profile is created, we 
need to define a term called saturation 
pressure deficit (DSP). Betts (1982) 
defined the saturation pressure deficit as 
the difference between the air parcel 
saturation level and the pressure level of 
that air parcel. Therefore, it is the 
distance (in Pa) that a parcel needs to be 
lifted to reach saturation. 



It is at this point that the parameterization 
becomes somewhat more difficult to 

· understand. A parameter is calculated 
called the .. cloud efficiency'' (Janjic 1994). 
This parameter measures the ability of 
the con~ectlve c61urnn to transport the 
enthalpy upward and at the same time 
produce as little precipitation as possible. 
At this point, an assumption is made that 
the convective forcing is proportional to 
an increasing function of · the Cloud 
efficiency. In this way, heavy 
precipitation which normally would just 
continue to develop and fall, could be 
modified in · the case of low cloud 
efficiency. This was done in order to 
decrease the amount of spurious heavy 
rain bulls eyes which occurred 
occasionally over warm water, where 
there was an abundant source cif low 
level moisture and instability, with no way 
to tum the precipitation off once it started. 

Two extremes of cloud efficiency were 
determined for the deep convection 
paramet~rization: 1) a cloud that is in a 
predominantly mixing stage With high 
cloud efficiency and not much rainfall, 
and 2) a cloud that is in a predominantly 
rain producing stage with low cloud 
efficiency. DSP's are assigned for these 
two extremes, so that any cloud efficiency 
will fit between them. The DSP values 
will also be slightly lower over water. 
Three anchor points in the cloud are 
assigned specific DSP's: 1) cloud base, 
2) cloud top, and 3) the ambient freezing 
level. Typically over land, the DSP at 
cloud base is around -48 mb, the DSP at 
the ambient freezing level is around -70 
mb, and the DSP at the cloud top is 
around -22 mb. All of the DSP's for all of 
the other layers in between are linearly 
interpolated between these anchor 
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points. Since the DSP at the freezing 
level has the biggest magnitude, it will be 
the driest point of the moisture profile, 
which agrees with the findings of Betts 
(1986) of a theta-e minimum very near 
the freezing level. Given a temperature 
and a DSP profile, it becomes trivial to 
calculate the specific humidity, and the 
modified moisture profile. 

Agaih, corrections need to be made tcHhe 
profiles in order to conserve enthalpy. By 
doing this, we are saying that if it does 
rain, the net latent heat release will be in 
balance with the net moisture change due 
to condensation. Precipitation is directly 
calculated from the amount of latent heat 
produced by the modification of the 
soundings. If the precipitation .is not 
positive, or if the entropy of. the grid point 
decreases, the deep convection 
parameterization is aborted, · and the 
shallow convective ·parameterization is 
used at that point. Thus, the way to get 
precipitation out of the deep convective 
scheme is to have the modified moisture 
profile become drier and the modified 
temperature profile become. warmer. This 
means that the adjustment created 

·warming ·and drying · such that the , net 
enthalpy is unchanged, but allowed for 
latent heat (Via condensation) . to be 
released and precipitation to fall out of 
the cloud. As with the shallow convective 
parameterization, these modifications to 
the airmass take about 40 minutes to 
occur to better simulate nature. 

THE BMJ CONVECTIVE SCHEME IN 
THE WEST 

Results with precipitation output from the 
Eta-29 ~odel have been fairly positive 



with many case studies showing the 
improvement of the model resolution on 
the placement and amount of predicted 
precipftation (Burks and Staudenmaier 
1996; Gartner, Baldwin, and Junker 
1996; Schneider et al., 1996). However, 
verification of convective precipitation in 
the Western Region has been less 
impressive with serious deficiencies in 
the production of convective precipitation 
in areas of topography (Baldwin and 
Black 1996; Swanson 1995). Figure 9 is 
an example of a typical pattern of 
convective precipitation, indicating how 
convective precipitation appears to be 
limited to locations below 4000 feet in 
elevation. The remainder of this section 
will investigate some of the potential 
strengths and weaknesses in the BMJ 
convective scheme. 

The main strength of the BMJ scheme is 
that it couples simplicity with adequate 
skill in developing convection. Since 
numerical models are constrained to 
discrete time steps and resolutions, it is 
necessary to parameterize any physical 
process which occurs on a scale smaller 
than that resolvable by the model. The 
BMJ convective parameterization is 
purely a convective adjustment scheme. 
This means that once the 
parameterization is · initiated, the 
atmosphere is adjusted towards a post­
convective environment, with precipitation 
possibly developing. Convective 
adjustment is a simple and economical 
method (in terms of computer resources) 
of parameterizing convection. However, 
since it bypasses most of the physical 
processes involved, it has limited 
flexibility and will likely hav·e increasing 
limitations as model resolution continues 
to improve. 
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Since, convection is not explicitly created 
in the model, mesoscale features such as 
updrafts, downdrafts and associated 
momentum transfer to the surface are not 
accommodated. No changes are made to 
the wind shear profile or to the subcloud 
layer. This scheme is not linked in any 
way to the explicit cloud prediction 
scheme of the model, except through 
modification of the model relative 
humidity fields. Because of these 
I imitations, convection in the model will 
likely not look realistic in terms of 
propagation or additional development 
due to outflow boundaries. 

Because the BMJ scheme relies solely on 
instability for the generation of 
convection, this scheme should perform 
better than the Kuo scheme, which is 
currently used in the NGM model, in 
situations where daytime heating is the 
major contributor to convective initiation .. 
This is because the Kuo scheme also 
relies on low-level convergence for 
convective initiation, which may not occur 
with the course resolution of the model. 
This also leads to the probability that the 
BMJ scheme will allow for a faster "spin­
up", or development of convection in the 
model, after initialization, since 
convection is not initialized implicitly into 
the model initial fields. Currently, the 
only way thunderstorms will be initialized 
into the model, is if a large enough 
thunderstorm complex is captured in the 
initial data set, and continues to develop 
in the three hour assimilation procedure. 
Unfortunately, most of these complexes 
dissipate during this process, even if 
captured in the data field (Janish and 
Weiss, 1996). Because of this, a model 
with a faster "spin-up" time is generally 
preferred. Even with a faster "spin-up" 



time, convection will only develop in 
those areas which are unstable in the 
model. Thus, even if convection does 
develop rapidly in the model, it may be in 
a different location than where convection 
is really occurring. 

The data which was used to develop the 
BMJ scheme was derived from a tropical 
field experiment (Betts 1986). This 
scheme was developed and tested with 
other air masses, including an arctic 
airmass moving over warmer waters. 
However, all cases used were over water, 
and never over mountainous terrain. 
Thus, these cases all included deep 
moisture, especially in the lower layers, 
with sufficient instability leaping to the 
development of deep convection. This 
differs greatly from the typical 
thunderstdrms in the Western Region, 
with dry low levels, some mid-level 
moisture, and marginal instabilities mainly 
due to heating of the mountains. It 
appears that this difference may be 
somewhat to blame for the poor 
performance of the convective scheme in 
the West (Baldwin and Black, 1996, 
Gartner, Baldwin, and Junker 1996). 

It appears that there are two likely 
candidates for this poor performance. 
The most likely is that because 
convection in the west is usually high­
based, and not exceptionally deep, the 
limitation in the model that deep 
convection must be deeper than 290 mb 
may not be satisfied .over higher terrain. 
This would explain why the 
parameterization appears to be better at 
elevations below 4000 feet, where deeper 
clouds are more likely to occur in the 
model. Thus, this grid point would be 
passed to the shallow convective 
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parameterization, allowing the instability 
to be releaseo without precipitation. The 
other candidate for potential problems 
with the convective scheme. is· that 
because moisture can be confined · to 
shallow layers over the West in the 
summer convective season, it may not be 
resolved adequately with the more coarse 
reso.lution of the model mid-layers. Thus, 
when the convective scheme ·is chet!<ed, 
this moisture may become mixed out in 
such a way that the.. convective 

. parameterization scheme fails. . These 
ideas are being tested at NCEP and it is 
hoped that the convective predictiqn·:~.kill 
of the model over higher topography will 
improve once the· problem is determined 
(M. Baldwin; personal communication). 

Cumulus parameterization is far .. from 
being a simple problem: and no 
parameterization scheme will. accurately 
predict the location and movement of 
convection. · Many pararneterizations 
suffer from the same pr.oblems as .. the 
BMJ scheme, and until model resolution 
becomes fine enough to implicitly resqlve 
convection, this will continue to be a 
problem to the field. The next section will 
discuss the explicit clo.ud predic~ion 

scheme in the model, along, with ,how 
non-convective precipitation is generated 
in the model. · · 



V. THE EXPLICIT CLOUD 
PREDICTION SCHEME 

DESCRIPTION 

The primary feature of the cloud 
prediction scheme is the explicit 
calculation of cloud water and cloud ice 
contents in large-scale condensation 
processes. One predictive variable, the 
cloud water/ice mixing ratio, is used to 
represent both cloud water and cloud ice. 
By using one variable instead of two, 
model computational time and storage 
requirements are reduced. 

Clouds are produced from large-scale 
condensation processes. Two three­
dimensional fields are calculated: 1) 
cloud fraction is calculated diagnostically 
from relative humidity, and 2) cloud 
water/ice content is represented by the 
cloud water/ice mixing ratio. Clouds in 
this scheme are compos~d of either liquid 
water or ice particles, depending on the 
temperature (T) and the cloud top 
temperature (Tp). Figure 10 shows the 
distribution of liquid water and ice 
particles inside model clouds. In regions 
where T > 0 °C, cloud ice is not allowed 
to form, while in regions where T < -15 
oc, cloud water cannot exist. In regions 
where T is between 0 oc and -15 o C, 
however, the phase of any hydrometeors 
is determined by the cloud top 
temperature TP. If 1;, > -15 °C, then the 
cloud is assumed to consist of 
supercooled water. If T P < -15 °C, which 
means that there are ice crystals above 
the layer in question, the cloud below 
cloud top should freeze very quickly 
because of seeding effects of the ice 
crystals into the cloud from above. Thus, 
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the cloud is assumed to consist of frozen 
hydrometeors. 

Cloud condensation is allowed to occur 
when the relative humidity of a grid box 
reaches a critical value, U00 . The value 
for U00 over land is 75%. Since 
condensation can more easily occur over 
the ocean than over land, especially in 
the lower atmosphere because of the 
abundance of available moisture, the 
value of U00 is set at 80% to avoid excess 
condensation. 

Cloud evaporation is allowed to take 
place only when the relative humidity falls 
below the critical value of U00. This is 
most likely to occur when clouds are 
advected into a drier region of the 
atmosphere, or when the relative humidity 
at a grid point, where a cloud already 
exists, drops below the critical value U00. 

Evaporation will cease when the critical 
value of U00 is again reached or 
surpassed. 

. The vertical advection of clouds and 
hydrometeors in this scheme is neglected 
based on the assumption that there is an 
approximate balance between the small 
gravitational fall speed of any cloud 
particles and the model's large-scale 
vertical motions (Sundqvist et al., 1989). 
The horizontal advection of cloud 
water/ice is calculated using the same 
techniques as are used in the advection 
of specific/relative humidity in the model. 

Cloud fractions derived from the cloud 
model are now used directly in the 
radiational parameterization scheme in 
the model. All model layer cloud fractions 
are used by the radiational scheme to 
forecast longwave and shortwave 
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radiation transport through the 
atmosphere. Previously, three layers of 
clouds (low--surface to 642 mb, middle--
642 mb to 350 mb, and high--350 mb to 
50 mb) were computed from relative 
humidity values and were used as input 
to the radiation calculations. · 

Precipitation in this scheme is 
diagnostically calculated from the cloud 
water/ice mixing ratio, so that once 
precipitation is produced from cloud 
water/ice, it falls to the ground through all 
the layers of the model below it. Snow 
and rain are the two forms of precipitation 
produced from ice clouds and liquid 
clouds,· respectively. The interaction 
between snow and rain is also . 
considered. Six major microphysical 
processes, which have been observed in 
clouds, are used in the parameterization 
of precipitation production from clouds. 
These microphysical processes are: 
autoconversion of cloud water to rain, 
collection of cloud droplets by the falling 
rain drops, autoconversion of ice particles 
to snow, collection of ice partides by 
falling snow, melting of snow below the 
freezing level, and evaporation of 
precipitation below cloud bases. 
Calculation of precipitation is done level 
by level, from the layer where 
precipitation develops to the model 
surface. 

There are two important features in this 
cloud prediction scheme. First, snow 
melts gradually, not immediately, when it 
falls into a warmer portion of the cloud or 
atmosphere. This treatment allows the 
co-existence of snow and rain in some 
regions just below the melting level, 
allowing for the possibility of mixed 
precipitation at the model surface. 
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Second, evaporation of precipitation 
occurs as it falls through .the entire 
unsaturated layer below cloud base, and 
can reach the ground while it is 
evaporating. 

The advantages of this scheme over the 
much more simplistic way of representing 
clouds solely on. the basis of the relative 
humidity of a model· atmosphere are 

· threefold. First, it represents the 
hydrologic cycle much more completely, 
including microphysical properties inside 
the cloud. Second, it gives an explicit 
three-dimensional representation of 
clouds. Thtrd, it is still simple enough to 
be used in operational models both· in 
computational speed and storage. ··Some 
disadvantages of this scheme· are 1 ) ·that 
there may be inconsistencies between 
the cloud water/lee mixing ratio and the 
cloud fraction which is calculated (since 
both are calculated separately), ·2) some 
important processes, such ·as the 
advections of precipitation particles and 
other, more difficult to parameterize, 
microphysical processes· are ignoredi and 
3) the cloud model is not initialized!with 
any cloud/water information, thus a 'spin­
up' of clouds must take place during .the 
first few hours of integration. 
Additionally, since some water is tied up 
in the cloud water/ice in the explicit 
model, the relative humidity fields will be 
slightly lower than relative humidities in 
other NWP models. More information 
regarding this difference in relative 
humidities in NWP models can be·found 
in Staudenmaier (1996). The advantages 
of this scheme, however, far outweigh the 
disadvantages, with numerous stUdies ( 
Zhao, Carr and Lesins, 1991; Zhao et ·al., 
1996; Zhao; Black and Baldwin, 1996) 
showing the improvements of this cloud 
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prediction scheme over the previously 
used schemes in NWP models. 

The explicit cloud prediction scheme in 
the Eta-29 model has been shown to 
have improved precipitation forecasts 
while producing much more realistic 
three-dimensional model clouds and a 
greatly improved hydrological cycle. This 
has also led to slight· improvements in 
temperature fields, wind fields, and the 
radiational balances in the model. 
Further refinement of the scheme, as 
discussed in Section 9, should reduce the 
cloud 'spin-up' problem and produce even 
more accurate precipitation forecasts. 
The next section will discuss the 
radiation, soil, and turbulence schemes in 
the Eta-29. 

VI. THE RADIATION MODEL, THE 
SOIL MODEL, AND TURBULENCE 

THE RADIATION MODEL 

Radiation refers to the process of energy 
propagation through space, as well as the 
actual energy transferred. The process 
takes into account all the additions and 
subtractions of energy along a path, by 
an intervening medium, like water vapor 
or carbon dioxide. Thus, the radiation 
package is simply a bookkeeping method, 
keeping track of the energy loss due to 
reflection and molecular absorption along 
with the energy gain due to scattering in 
from other directions and molecular 
emission. In a model, the scheme keeps 
track of the energy at each model layer, 
and the can calculate whether energy is 
accumulating within a layer (thus raising 
the layer temperature}, or decreasing 
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within a layer (lowering a layer 
temperature). Radiative energy fluxes 
reaching the earth's surface drives the 
evolution of land surface temperature. 
Thus, the impact of radiation is on the 
model's temperature, both in the 
atmosphere and at the earth's surface. 

Theoretically, radiative energy can come 
from any. direction, but the largest effect 
is in the vertical. Thus the radiation 
model in the Eta-29 neglects 
contributions from horizontal energy 
propagation, and only consider the 
vertical energy propagation. Each 
component -of the atmospheric medium 
(air) acts differently upon radiative 
transfer, and a great deal of information 
on molecular absorption, emission, and 
scattering has been obtained from 
laboratory measurements. Of course, 
laboratory measurements cannot exactly 
duplicate the effects of the real 
atmosphere, but for the main elements 
such as water· vapor, carbon dioxide, 
ozone, and clouds, the radiation package 
does fairly well. Since the radiation 
model needs to be somewhat simple, to 
run quickly and efficiently, many of the 
other minor constituents of the 
atmosphere which play a role on radiative 
transfers are ignored. 

Currently, the Eta-29 model uses a 
radiation package developed by the 
Geophysical Fluid Dynamics Laboratory 
(GFDL) (Fels and Schwarztkopf, 1975). 
Attempting to use detailed radiation 
physics in a numerical model would be 
very costly, both in time spent during 
integration, and in computing and storage 
space on the computer. Thus, a means 
of parameterizing these specific radiation 
physics into a much simpler 



parameterization needed to be employed. 
This is what GFDL has done. In the Eta-
29· model,. the main elements (water 
vapor, carbon dioxide, ozone and clouds) 

. are used by the parameterization to 
intervene in the transfer of short and 
longwave radiation exchange in the 
atmosphere. To compensate for the lack 
of aerosols in the model, the solar 
constant was reduced by three percent, 
to better approximate the incoming 
radiation. In the radiation model, water 
vapor is a forecast variable, whereas 
ozone is a zonal climatological value. 
Carbon dioxide is a constant value at 350 
ppmv. Thus, the model, using these 
values, whether derived or explicitly 
calculated, along with simplified 
equations, parameterizes the exchange 
of energy throughout the atmosphere and 
at the surface. Using the cloud fraction, 
calculated in the cloud model at every 
model layer, allows the long and 
shortwave radiation to, 'see' naturally­
layered clouds as occur in the real 
atmosphere. This improves greatly on 
the three-layer clouds (low, middle, and 
high) used in many of the other numerical 
models. The specifics on this scheme 
are beyond the scope of this document, 
however testing at GFDL has shown that 
this scheme compares Well against 
radiation models using a much more· 
sophisticated radiation physics package. 

THE SOIL MODEL 

Over the past decade, there has been a 
strong push toward better modeling of 
land-surface processes, including heat 
and moisture fluxes, soil moisture 
evolution, snowpack · treatments, and 
vegetation effects. Numerous papers 
have been published demonstrating the 
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importance of land-surface effects on 
mesoscale numerical weather prediction 
(Mahfouf et al., 1987; Avissar and Pielke, 
1989). The primary reason for this 
research is so that mesoscale models can 
realistically model the diurnal evolution 
and vertical structure of the planetary 
boundary layer. This can have direct 
influences on convection,. precipitation, 
and near surface sensible weather, like 
temperatures and relative humidity.' 

In the Eta-29, a new soil model has· been 
developed, replacing the former bucket 
model which used temporally fixed annual 
mean soil moisture values and a crude 
runoff treatment of moisture. The new 

· .model is an extended and enhanced 
version of a model developed over"the 
last 15 years by Air Force Phillips 
Laboratory (Mahrt and Pan, 1984; Chen 
et al., 1996; Betts et al., 1996), and i is 
referred to as the OSU or CAPS model. 

The model includes physics for two soil 
layers, along with a vegetation canopy 
and snowpack. In the current 
configuration of the model, the soil lay~rs 
are 10 em thick (top thin layer) and 190 
em thick ("root zone" layer). The thirit0p 
layer is necessary to 1 ) properly treat 
surface infiltration/runoff response, and 2) 
capture the short 1-2 day drying time 
scales characteristic of bare · ·· soil 
evaporation. The thicker "root zone" 
layer is needed to properly simulate 
transpiration from the plant canopy; in 
particular the canopy's ability to maintain 
rather high rates of evaporation during 
the summer well after the last significant 
rains (2-4 week period). 

. ·A single ground surface skin temperature, 
T 5 , is derived using the surface energy 
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balance equation, which represents the 
sum of surface energy sources/sinks from 
net surface solar radiation, net surface 
longwave radiation, total surface 
evaporation, surface sensible heat flux, 
subsurface ground heat flux, and surface 
heat fluxes from snowmelt. The soil 
temperature in the two soil layers is 
predicted using the traditional thermal 
diffusion equation, which uses a soil 
thermal conductivity that is a function of 
soil moisture and soil type. Currently 
there are seven soil textures in the Eta-29 
model. For the lower soil temperature 
boundary condition at a three meter 
depth, the annual mean surface air 
temperature at the given location is used. 

The total soil evaporation is the sum of 
three parts, 1 ) transpiration through the 
plant canopy, 2) direct evaporation from 
bare soil, and 3) the evaporation of 
standing water on the plant canopy via 
dew or intercepted ra1nfall. The time 
scales for the later two parts are on the 
scale of a few hours to a few days, 
however the time scale of the first part is 
on the order of weeks. Thus, in 
vegetative regions such as the Pacific 
Northwest, summertime surface 
evaporation can remain high even weeks 
after the last significant rainfall event due 
to transpiration. 

The relative contributions of these three 
terms on the total surface evaporation is 
dictated primarily by the grid-cell fraction 
of green vegetation. This is where the 
Eta-29 soil model is far superior to other 
models. A refined data set of 0. 14 
degree, 5-year monthly averaged mean 
climatology of green vegetation fraction is 
used to initialize this value in the model. 
The monthly averaged values are 
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interpolated to the current day of the 
year, for a smooth temporal trend on a 
daily time scale. 

Together with this database, there are 
twelve vegetation classes used with the 
soil model. The bulk of the United States 
is covered by seven of the twelve 
classes: deciduous forest, evergreen 
forest, mixed deciduous/evergreen forest, 
grassland, cultivated fields, semi-arid, 
and desert. 

Soil moisture changes in the two soil 
layers are governed by 1) surface 
infiltration of precipitation and melting 
snow, 2) the direct evaporation out of the 
ground surface or via root uptake by the 
plant canopy, 3) drainage working 
downward through the soil, and 4) 
hydraulic diffusivity, which can act 
upward or downward through the soil 
depending on the gradient of the vertical 
soil moisture. The means of how this is 
accomplished is beyond the scope of this 
document. 

Finally, the soil model has an additional 
set of criteria for cases where there is 
snowcover in the model. First, the 
surface energy balance equation is 
modified to account for the possibility of 
snow melt. If present conditions (i.e. 
solar radiation and air temperature) are 
such that in the absence of snow, the skin 
temperature and the air temperature 
would rise above freezing, then an 
appropriate amount of snow is melted to 
match this "available" surface energy. 
While snow is melting, the surface skin 
temperature is held at 0.0 oc and the 
nearby 2 meter air temperature rarely 
rises above 2-3 °C. As the snowmelt 
process proceeds in time, the model 



snowdepth decreases. If snowfall occurs 
during the model integration, the physics 
increase the Eta-29 snowdepth. Thus, 
snowcover can appear when none 
existed initially and initial snowcover can 
disappear although some existed initially. 
In the NGM model, both· snowmelt and 
snowfall accumulations are absent in the 
model, with. the initial snowcover held 
constant through the 48-hour model 
integration~ 

With the current method of treating 
snowpack in the Eta ... 29, there is an 
important limitation. The Eta model 
assumes complete snowcover, even for 
shallow or patchy snowcover. Thus, 
when snowcover is light, the model still 
holds the skin temperature at 0.0 oc 
which holds the 2 meter temperature near 
2-3 °C, even though temperatures with 
light amounts of snow are not constrained 
to this rule in reality and may rise well 
above freezing. An iritial fix to this 
problem has been . to only allow this 
constraint to occur when the snow.depth 
in the model reaches 2.5 inches or 
greater; thus allowing for temperatures to 
rise when snow depth is less than 2.5 
inches. Forecasters will need to keep 
this in mind when viewing near surf~ce 
temperatures under this type of situation. 
The complete snow algorithm will be 
looked at and likely restructured before 
next winter. 

THE TURBULENCE SCHEME 

The following is a very limited. discussion 
of the turbulence scheme in the Eta-29 
model. The information came from 

. Zavisa Janjic of NCEP, a major 
contributor to the success of the Eta-29 
model. More detailed information 
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regarding the turbulent scheme can be 
found in Janjic (1994) and in Mellor and 
Yamada (1982). 

In the Eta-29 model, the surface layer is 
parameterized following the similarity 
theory (Monin and Obukhov, 1954). ·This 
theory requires that boundary conditions 
in the model be prescribed at two levels 
in the atmosphere in order to estimate the 
turbulent fluxes. The values of the 

· atmospheric variables at the lowest 
model level are used as the upper 
boundary conditions. Over open water 
surfaces, the values at th~ interface of an 
explicitly parameterized viscous s~;-~blayer 
(Janjic, 1994) and the turbulent layer are 
used as the lower boundary conditions. 
Generally, the height of the vis.cous 
sublayer is different for diff~rent 
variables, and depends .on the flow 
regime. When a threshold value for 
friction velocity (or roughness Reynolds 
number) is exceeded, the viscous 
sublayer collapses completely, and the 
similarity theory is applied in the US!-Jal 
way, by using the surface values at the 
roughness height as the lower bound~ry 
condition. The integral similarity 
functions used over water (Lobocki, 1993) 
were derived froin the Meller-Yamada 
Le¥el 2 turbulence closure model (Mellor 
and Yamada, 1982). Over land, a 
viscous sublayer parameterization 
proposed by Zilitinkevitch (1995) was 
implemented in order to use radiative skin 
temperature as the lower boundary 
condition instead of near surface air 
temperature. With this parameterization, 
the ratio of the roughness heights for 
temperature and momentum is a function 
of the Reynolds number. A Beljaars 
( 1994) correction is applied in order to 
avoid the singularity in the case of free 
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convection. With this correction, a 
fraction of the surface buoyancy flux is 
converted to kinetic energy of 
unorganized flow near the surface, so 
that the friction velocity, and therefore the 
Monin-Obukhov length scale never 
vanishes. 

Above the surface layer, within the 
planetary boundary layer (PBL) and in the 
free atmosphere, the Meller-Yamada 
Level 2.5 second order closure scheme 
(Mellor and Yamada, 1982) is applied. 
As a result of comprehensive analysis, 
·several modifications of this scheme have 
recently been introduced into the Eta 
models (Janjic, 1995). 

The PBL height is defined as the lowest 
model level above the surface at which 
the turbulent kinetic energy (TKE) 
production is unable to balance the 
dissipation. Alternatively, the PBL height 
is the lowest model 1evel above the 
surface at which the TKE approaches its 
prescribed lower bound. As before, the 
integral formula with Blackadar matching 
is used in order to estimate the master 
length scale within the PBL (Meller­
Yamada, 1982). The TKE 
production/dissipation equation is solved 
iteratively. In each iteration, the equation 
obtained by linearizing around the 
solution from the previous iteration is . 
solved. Two iterations appear to be 
sufficient in order to achieve satisfactory 
accuracy. 
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VII. PRECIPITATION STATISTICS AND 
EXAMPLES 

Quantitative precipitation forecasts 
(QPFs) from NCEP's operational model 
suite (Eta-48, MRF/AVN, NGM, and Eta-
29) have been verified against 24-hour 
accumulated precipitation observations 
on a daily basis. Knowledge of a model's 
performance and biases in QPF is 
important for River Forecast Centers and 
for NWS forecast offices. This section 
will present seasonal statistical 
information regarding model performance 
in quantitative precipitation forecasting 
and show that the Eta-29 model is 
typically the better model for QPFs in the 
Western Region. 

BASIC PROCEDURE 

To produce a fair comparison between 
the model grids of 24-hour accumulated 
precipitation, all the models need to be 
interpolated to similar resolution grids. 
For this purpose, the Eta-29 and the Eta-
48 are interpolated to the old 80 km Eta 
grid. The NGM model is verified on its 
own grid with a resolution of 80 km, while 
the MRF/AVN is verified on a grid of 
approximately 90 km resolution. The 
A VN model is verified for the 1200 UTC 
model run, while the MRF model is 
verified using the 0000 UTC model run. 
The interpolation of the Eta models is 
done in such a way as to conserve the 
total volume of water found on the 
original grids. 

The actual accumulated precipitation 
observations come from a network of 
nearly 10,000 raingages that record 24-
hour accumulated precipitation across the 



lower 48 states. This data is transmitted 
by the River Forecast Centers around the 
country to NMC. The stations have a 
fairly dense coverage in the eastern two­
thirds of the country, with more sparse 
·cov·erage west of the Rocky Mountains 
(Fig. 11 ). 

From the list of all possible reporting 
raingages, it is then determined which 
grid boxes will become part of the 
verification. Only the grid boxes that 
contain one or more of the network of 
over 10,000 raingages are considered to 
be part of the verification analysis 
domain. If a grid box does not have a 
routinely reporting ·· raingage located 
inside it, it is not verified. The 
observations are analyzed to the 
verification grid by a simple average of all 
reports within a given grid box. Currently, 
the raingages only report when they 
actually receive precipitation, therefore, 
no observations of zero are used to 

· eompute the average. Additionally, some 
radar data is used to supplement rain 
gage reports, however this radar data is 
not used on any of the grid boxes which 
do not have a raingage data nearby for 
calibration. 

The time periods over which the forecasts 
are verified are the 0-24 hour period and 
the 12-36 hour period. For the Eta-29, 
the three hour data· assimilation cycle 
which occurs from 1200 UTC-1500 UTC 
and 0000 UTC-0300 UTC is used to 
create the .36 hour verification period. 
The results from both periods are 
combined on· the attached figures. The 
statistics are only included if all models 
were available and were verified through 
36 hours. 
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DEFINITION OF SCORES 

Once the model generated QPF and the 
24-hour accumulated precipitation Ji13lds 
are ready to be analyzed, two skill sqpres 
are computed. The scores which yvill·be 
shown here are based upon compt:3ring 
regions of forecast versus observed 
precipitation which are greater th?In a 
certain threshold, for example 0.5 inches. 
The two.skill scores are as follows: 

EQUITABLE THREAT SCORE 

The equitable threat score (Schaefer, 
1990) is defined as 

(H- CH) 

(F + 0- H~ CH): 

where F = the number of grid boxes 
that forecast more than the threshold~ 

0 = the number of gr~d boxes 
that observe more than the threshc;>Jc;l 

H = the number of grid, boxes 
that correctly forecast more than ~he 
threshold 

CH = the expected number of 
.correct forecasts due to. chance = F*O!T 

where T = the total humber of grid 
boxes inside the verification domain · 

The equitable threat score seems to b.e a 
good estimate for overall forecast skill. 
The higher the value, the better the 
forecast model skill is for that partic\Jiar 
threshold. The equitable threat score can 
vary from a small negative number to 1.0, 
where 1. 0 represents a perfect forecast. 
This. is basically the ratio of the correct 
forecast area to the total area of the 
forecast and observed precipitation. The 
model gets penalized for forecasting rain 



in the wrong place as well as not 
forecasting rain in the right place. Thus, 
the model with the highest score is 
generally the model with the best forecast 
skill. 

. BIAS SCORE 

The bias score is a very simple equation, 
defined as simply as F/0. This score 
does not comment at all on the skill of a 
model forecast in terms of the placement 
of precipitation, but does give an 
indication if a model is consistently over­
or under-forecasting areas of 
precipitation. The best model is generally 
the one that remains near the 1.0 line, 
which means that the model does not 
generally over -forecast precipitation or 
under-forecast precipitation. If the model 
verifies over 1.0, it is over-predicting 
precipitation, and if below 1.0 it is under­
predicting precipitation. 

SEASONAL SCORES 

Figures 12-19 are seasonal averages of 
the equitable threat scores and the bias 
scores for · the previously mentioned 
models. The time periods for each 
season is as follows: 

WINTER-1 DEC 1995-29 FEB 1996 
SPRING---1 MAR 1996-31 MAY 1996 
SUMMER--1 JUN 1996-31 AUG 1996 
FALL--1 SEP 1996-27 OCT 1996* 

In terms of equitable threat scores (Figs. 
12, 14, 16, 18), it can be ·seen that the Eta-
29 typically is the best model, especially 
for precipitation amounts ·under 1.00 
inches. The Eta~8 model seems to be 
equal to, or occasionally slightly better 
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than the Eta-29 model for precipitation 
amounts over 1.00 inches, especially in 
the cooler seasons. The MRF/AVN 
model typically out performs the NGM 
(RAFS) model in almost all precipitation 
thresholds and seasons. All the models 
show decreasing skill with increasing 
precipitation threshold, with almost a 
steady fall in skill above 0.25 inches. 

The bias scores affirm much of what was 
previously mentioned (Figs. 13, 15, 17, 19). 
The Eta-29 repeatedly outperforms all 
other models, with its curve most closely 
following the 1.0 line. An exception to 
this can be seen in the Summer period, 
when the NGM had the better verification 
for precipitation under 0.50 inches. 
However, in precipitation amounts over 
0.50 inches, the Eta-29 was clearly the 
better performer. The. improvement in 
precipitation bias of the Eta-29 over the 
Eta-48 model can be best seen in the 
cool seasons, especially during the 
Winter period. This improvement is likely 
due to the improved resolution of the Eta-
29 model. During the cool season, when 
orographic forcing by complex terrain 
becomes most important in the placement . 
of heavy precipitation, the Eta-29 model 
clearly becomes the best model in terms 
of placement of precipitation (Burks and 
Staudenmaier, 1996; Schneider et. al, 
1996; Gartner et. al, 1996). 

On average, it appears that the MRF/AVN 
typically overestimates precipitation, 
while the NGM typically overestimates 
light amounts of precipitation while 
underestimating moderate amounts. The 
N GM appears to· be the worse model 
overall in forecasting heavy amounts of 
precipitation. The Eta-48/Eta-29 models 
appear to suffer the same biases of 



overestimating light precipitation amounts 
and underestimating heavier precipitation 
amounts, with the Eta-29 showing some 
improvement in these biases over the 
Eta'-48 model. 

The Eta.-29 model has shown many times 
that it can predict previously unresolvable 
sub-synoptic features important to several 
key forecast situations. At the 
Hydrometeorological Prediction Center, 
the Eta-29 has proven to be a valuable 
tool (Schneider et. al, 1996). Model 
resolution of terrain and mesoscale 
structure within cool season extratropical 
systems have contributed to substantial 
improvements over previous NCEP 
regional models. This improvement in 
QPF guidance generated by the Eta,-29 
was also described in a paper by Burks 
and Staudenmaier (1996) in r~lation to 
the 'Storm of the Decade' which hit the 
.Western United States in December 

... 1995. 

The Eta-29 model has also shown 
considerable improved skill in the arena 
of severe weather. • At the same time that 
Western Region was evaluating the Eta-
29 model, the National Severe Storms 
Laboratory (NSSL) in cooperation with 
the Storm Prediction Center (SPC) also 
participated in a real.-time evaluation of 
the model. This evaluation focused on 
various mesoscale phenomena 

. associated with forecasting severe 
convection, in particular the low-level jet 
and dryline in the southern Plains of the 
United States (Janish arid Weiss, 1996). 
It was found that in many cases, the Eta-
29 model was able to resolve mesoscale 
structures providing enhanced guidance 
beyond that typically available from other 
operational NWP models. The model. did, 
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however, have problems resolving 
features such as outflow boundaries and 

. triple points along the dryline. Similar 
results were also discussed in a·paper 
describing the performance of the Eta .. 29 
model in determining the environment 
and development of a bow echo ; in 
California (Staudenmaier, 1996). It was 
found that the Eta-29 did well in detecting 
the development of convection, along 
with. the ·organization of the precursor 
elements which led to the development of 
the bow echo complex. However, due to 
the parameterization of ·Convection,· the 
model did not develop the meso-scale 
features which led to the severity 'of lhe 
bow echo and the high winds associated 
with the boundary, 

These examples underscore the fact that 
the Eta-29 model is impro\tirig the ability 
of forecasters in the field to make better 
forecasts. The model may not yet have 
the resolution to explicitly forecast certain 
events, but many of the precursor 

· elements leading up to these ·events are 
now being forecast by the model. The 
next section will discuss the future of the 
model, and some of th~ improvenieMts 
which are expected over . the next few 
years. 

VIII. THE FUTURE OF THE ETA'-29 
MODEL 

Even with all the problems discussed in 
this document, in the parameterizations 
and in the way data is assimilated irito the 
model, the Eta-29 still manages: to 
capture much of the details ofthe day to 
day weather pattern. Due to its finer 
resolution, the Eta-29 is likely the. model 



that does assimilate the most data of any 
of the other models in the NCEP suite. 
Modelers are now at a crossroads in 
terms of the philosophy of data 
assimilation and parameterizations. Up 
to this point, due to the poor resolution of 
the models, the boundary layer was never 
really that important, as the model tended 
to wipe out any detail soon into the 
integration and create its own 'model' 
PBL. Real surface data had little 
importance in the model, since at coarse 
resolution, both in the vertical and the 
horizontal, any pertinent information from 
real surface data would be quickly 
washed out during the model integration. 
Now, however, with finer resolution, and 
a much more resolved planetary 
boundary layer, the need for actual 
surface information in the model is 
becoming more and more of a necessity. 
Forecasters were not presented with 
surface temperature, relative humidities, 
and surface winds until the Eta-29 
appeared. This is the first time that 
forecasters have a model with fine 
enough resolution to be able to start 
using the boundary layer information as a 
forecasting tool. However, much of the 
information near the surface is not very 
accurate, and modelers wiil now have to 
look for ways to improve the mesoscale 
boundary layer forecasts, just as they 
have worked in the past to improve the 
skill of the AVN, NGM and Eta models in 
forecasting synoptic scale features. 
Work on various parameterizations will 
also have to occur, as many of these 
schemes were designed for synoptic 
scale processes, not mesoscale ones. 

The modelers at NCEP are looking at 
improving the skill of the Eta-29 through 
a variety of ways over then next two 
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years. Most importantly, the assimilation 
process of the Eta-29, which currently is 
only a three hour assimilation using the 
first guess from the GDAS, will be 
changed so that it cycles on itself, and 
the assimilation will last six hours rather 
than three. Thus, the information used to 
initialize the model will come from the 
Eta-48 as opposed to the coarser 
resolution GDAS. A first guess generated 
from the same model is preferable to one 
based on a global spectral model-based 
first guess because of the matching 
physics, the better resolution, and Jess of 
a 'spin up' problem. This will allow many 
of the physical models, like the soil 
model, the cloud model, and the radiation 
model, to have initial values from the 
previous run, rather than having to 
initialize with zero information and 'spin 
up' to, reality. 

Another change to the assimilation 
process will be with the method used in 
creating the initialization for the model. 
NCEP plans to go from the current OJ 
analysis technique to a newer and 
potential better method, the 3-
dimensional variational analysis 
technique (3DVAR). OJ and 3DVAR are 
actually two methods for solving the same 
problem, which is finding the best fit of 
both observational data and the model 
first guess forecast. The formal 
mathematical solution to this problem 
involves the solution of a matrix problem 
of dimension equal to the. number of 
observations, which is impractically large. 
The OJ procedure for solving this problem 
has been to make a local approximation, 
by using a small number (30-100) of 
nearby observations to compute smaller 
matrices at each grid point. Because of 
the way the 0 I procedure works, it has 



only been possible to use observations 
directly related to model variables, as 
mentioned above. 

The 3DVAR method for solving this matrix 
problem makes no local approximation. 
The entire matrix problem is solved. Two 
procedures make this possible. First, the 
matrix being solved for is not computed 
directly, but instead is represented by a 
sequence of simple operations. Second, 
the problem is solved by iteration, using 
a technique known as the conjug~te 
gradient method. One of the main 
advantages of using the. 3DVAR 
technique is that observations no longer 
need to be the same as model variables. 
It is only necessary to have a procedure 
which can compute a simulated 
observation from standard model 
variables. This is called the forward 
model. For example, a radial wind 
measurement from a doppler radar is only 
a partial measurement of the wind, along 
the direction of the radar beam. The 
forward model in this case is simply the 
projection of the model wind along the 
beam direction at the observed location. 
Thus, the 3DVAR system will be much 
more flexible than the 01 technique and 
will make it possible to use many new 
data sources and will · better utilize 
existing data. 

The cloud model will also be initialized 
with data in the future, through the use of 
real-time, high-resolution nephanalyses 
(cloud maps), and hourly raingage data 
over the U.S. These will be used to 
initialize the cloud water/ice, moisture and 
latent heating fields to be internally 
consistent with observed precipitation 
rates. Also, with the cycling EDAS 
system during the assimilation process, 
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ahd a longer assimilation period, the 
model will have cloud wa~~r/ice values to 
initialize with, and more time to 'spin up' 
to reality. This should have a ·positive 
impact on precipitation scores, along with 
more realistic cloud fields, ;This process 
will also be used to moisten the soil 
model, thus improving evaporaticm and 
boundary layer moisture fields. Because 
of the 3DVAR system, it will also be 
possible to use clqud observations 
inferred from the GOES satellite to help 
initialize.the cloud model. 

Additional sources of satellite data are 
expected to be used more often in the 
future as well. Current GOES 8/9 
moisture profiles are now . accura,te 
enough that the resulting integrated Jqyer 
precipitable water values.·· are gpod 
enough to be of use in the model. Black­
body radiance temperature information 
from the satellite is also e~pecteq tobe 
used to initialize the model once the 
3DVAR technique .is implemented. 
Satellite soundings still do not , t)ave 
enough resolution. to be. of use iQ: the 
assimilation process, although in :the 
future, it is hoped they will improve to. the 
point of being useful for initializing ,the 
model in data sparse regions, especially 
over the oceans. 

NCEP has also developed a smaller-. ·. 

scale model with a resolution of 1 0 km, 
hereafter called the Eta-10. This model, 
with much more resolved topog~aphy in 
the Western Region, should allow for 
some more surface data to be_ used inthe 
assimilation process, although how much 
more will make it into the model is not yet 
known. To produce useful forecasts at 
such small grid spacing, it will be more 
critical than ever to initialize the model 



with mesoscale information, both to allow 
the model to be more accurate, and to 
allow the boundary layer to evolve 
realistically. At high resolution, 
parameters such as current vegetation 
type and percentage along with soil type 
play a crucial role in the soil moisture 
pattern, which is reflected in boundary 
layer processes. Thus, much higher 
resolution and real-time data will need to 
be found to initialize the model with, 
rather than the current climatological 
values. The Eta-10 is being tested during 
the first part of 1997 over the Western 
Region domain. It is likely to show 
additional improvements in numerical 
modeling similar to those of the Eta-29 
model over the Eta-48 model. 

Doppler winds from the NEXRAD network 
are also being examined for as sources of 
mesoscale initialization in the Eta-10. 
This data set can only be used once the 
3DVAR analysis ; technique is 
implemented, as mentioned above. This 
is because the wind measurements are 
incomplete, with only the component 
along the radar beam being measured. 
Conventional methods, like 01, require 
overlapping beams from two radars to get 
the full wind vector. In the NEXRAD 
network, there are not many locations 
with such a set-up. With the 3DVAR 
method, the along-beam component of 
the wind can be used, rather than the 
complete wind vector. More information 
regarding the use of Doppler winds in the 
initialization of the Eta-1 0 can be found in 
Parrish et. al, 1996. Local mesoscale 
networks of surface observations will also 
be used in the future, assuming that they 
are not thrown out during the assimilation 
process. 
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IX. SUMMARY AND CONCLUSIONS 

The original purpose of the Eta-29 model 
was to 'augment the . current array of 
operational synoptic-scale numerical 
forecasts with guidance down to 
mesoscale ranges' (Black, 1994 ). 
Clearly, the Eta-29 model has lived up to 
every expectation with superior forecasts 
and sub-synoptic detail. Perhaps it does 
not capture all the mesoscale events that 
one could expect a model of its resolution 
to capture, but it still represents a huge 
step forward in numerical modeling--to 
generate operational mesoscale forecasts 
across the 48 contiguous states. Thanks 
to feedback from field forecasters and 
others, along with a willingness of NCEP 
to push the envelope of technology and 
modeling in response to this feedback, 
the National Weather Service has gained 
an exceptional forecasting tool which has 
already proven itself in lives and property 
saved through improved forecasts. The 
future continues to look bright, with the 
possibility of even higher res.olution 
models becoming operational. 
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Figure 4: Map of the western United States showing those areas most likely to have surface 
observations included in the Eta:29 data assimilation process (shaded areas). 
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Figure 5: Map of the western United States showing those areas most likely to have data loss 
of more than 20 mb in the lowest ponion of radiosonde data in the Eta-29 assimilation process 
(shaded areas). 



STATION IDENIIFICATION ETA (MB) M&O CMB) 

72582 LKN 29 21 

72376 FGZ 0 18 

72274 TUS 60 13 

72572 SLC 59 68 

72597 :MFR 109 48 

72493 OAK 18 15 

72489 REV 36 46 

72293 SAN 12 5 

72387 ORA 42 29 

72476 GJT 98 105 

72576 RIW 104 27 

72786 GEG 4 11 

72776 GTF 26 4 

72797 UIL 14 9 

72694 SLE 50 15 

72681 BOI 55 21 

72768 GGW 29 13 

72393 VBG 5 32 

72381 EDW 12 4 

Figure 6: Table of western United States radiosonde sites showing the average depth of data 
loss· of the lowest portion of the raob in both the Eta-48 model (ETA) and the Eta-29 model· 
(MSO) for the period of 12-15 November 1996. Values are likely similar throughout the year~ 
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Figure 9: An example of a typical three hour convective precipitation accumulation graphic 
illustrating the lack of convective precipitation over mountainous terrain over 4000 feet in 

\ 
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clouds in the Eta-29 model. 
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Figure 11: Diagram showing the network of 24-hour accumulated precipitation stations 
located over the lower 48 states. 
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Figure 12: Equitable threat scores for all forecasts during the period 1 December 199 5 - 29 
February 1996. 
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Figure 13: Bias sum scores for all forecasts during the period of 1 December 1995-29 
February 1996. 
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Figure 14: Equitable threat scores for all forecasts during the period 1 March- 31 May 1996: 
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Figure 15: Bias sum scores for all forecasts during the period of 1 March - 31 May 1996. 
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Figure 16: Equitable threat scores for all forecasts during the period 1 June- 31 August 1996. 
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Figure 17: Bias sum scores for all forecasts during the period of 1 June- 31 August 1996. 
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Figure 18: Equitable threat scores for all forecasts during the period 1 September- 27 October 
1996. 
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Figure 19: Bias sum scores for all forecasts during the period of1 September- 27 October 
1996. 
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