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PREFACE 

The tal lowing paper with minor augmentation was presented 
at the 1970 AWS Meteorological Technical Exchange Conference 
held at the U. S. Naval Academy, September 21-24, 1970. 
This was the sixth such conference and was cosponsored this 
year by the U. S. Naval Weather Service and U. S. Air Force 
Air Weather Service. 

E~ch conference has a central theme, and alI papers are 
invited 30-minute presentations related to that theme. 
This year's theme was "Automation". The presentations 
are the personal opinions and ideas of the speaker and do 
not necessarily express the official pol icy of his employ­
ing agency. 

Proceedings of the conference wi I I be published within the 
next few months and wi I I be distributed to most Western 
Region stations. 

iv 

L. W. Snellman, Chief 
Scientific Services Division 
Weather Bureau Western Region 



APPLICATION OF P.E. MODEL FORECAST PARAMETERS TO 
LOCAL-AREA FORECASTING 

I. INTRODUCTION 

My approach to the subject of application of P.E. model forecast 
parameters in local-area forecasting wi I I be to discuss the phi loso­
phy that is developing in operational use of dynamic predictions. 
Illustrations of current use of P.E. model products will also be 
given. During this discussion I hope to bring out the changing role 
of the meteorologist in local-area forecasting because there is no 
doubt in my mind that the forecast structure of the 1970s should be 
the man~machine mix. It is also important at this time that we empha­
size the role of the forecaster because many forecasters are interpret­
ing the considerable work being done in automation as efforts to 
eliminate their jobs rather than to help them do a better job. 
Unfortunately, this erroneous interpretation is affecting forecaster 
morale, and such work should really be improving morale. 

Since evidence to date indicates that a completely automated local 
forecast is not in the foreseeable f~ture, I suggest that our develop­
ment efforts be directed toward projects that wi I I help the forecaster 
provide better weather service to his users, rather than automating 
forecasting functions for automation's sake. I put the recent work of 
producing worded local forecasts by computer in this latter category [1]. 

There is considerable evidence to show that present local-area forecast­
ing routines are closely tied to the P.E. model forecast output and that 
this tie is increasing. Over the past four years, operational forecast­
ers have developed increased conf1dence in using NWP guidance to prepare 
their local forecasts. A large surge of this confidence came after the 
6-layer P.E. model became operational in 1966. This confidence was 
earned by the model's excel lent hand! ing of routine as wei I as some 
difficult synoptic regimes such as the formation of the cut-off lows 
along the West Coast and certain types of deepening troughs. Further­
more, useful numerical forecasts of moisture and thermal parameters 
were made avai !able for the first time. These were soon used both 
qualitatively and quantitatively in preparing precipitation and tem­
perature forecasts. 

Most operational forecasts are now so closely tied to P.E. model out­
puts that the accuracy of local forecasts rises and fal Is to a large 
extent with the accuracy of P.E. model prognoses. As Dr. Stackpole 
pointed out yesterday, the P.E. model was not quite as good in hand! ing 
many important precipitation situations last winter as it was in the 
winter of 1968-69. Verification data show that this resulted in 
decreased accuracy of local forecasts too. 



I I. VERIFICATION COMPARISONS 

Figure I shows the verification by threat score of the P.E. model 
measurable precipitation forecasts (so-cal led PEP forecasts) and 
the final NMC manual products based on this P.E. guidance. The 
higher the threat score the better the forecast. Note that the 
manual improvement over PEP is essentially constant and that it is 
in phase with the rise and fa I I of accuracy of the P.E. product.· 

Figure 2 shows the marked changes in the PEP forecasts from the 
winter 1968~69 to last wlnter [2,3]. The two charts on the left 
give the thre~t score as a function of geography. The stippled 
areas indicate threat scores of over 50, i.e., relatively good 
fotecasts, and the cross~hatched area$ locate score~ of less than 
20, or rather poor forecasts. Note that the good (stippled) areas 
decreased and the poor (cross-hatched) areas increased from 1968-69 
to last winter. The charts on the right of the figure give the bias 
ot the PEP forecasts. One huhdred percent signifies no under~ or 
overforecasting of the trequency of precipitation. The stippling 
shows areas ~here the PEP model forecast precipitation more fre~ 
quently than was observed. Note how dry the 1969-70 P.E. model 
was east of the Rockies with most biases less than 60%. 

The slip in accuracy of the P·.E. model last winter also shows up 
in both local temperature and precipitation forecasts. Figure 3 
shows the temperature .,forecast verification for October-March 
(winter) 1968-69 (solid line), and 1969-70 (dashed), for the 
Western Region of the Weather Bureau (8 most western states of 
contiguous 48 states). The pe~iods refer to essentially 12-, 24-, 
and 36-hour forecasts of maximum and mi~imum temperatures. The 
right graph,gives the verification of NMC forecasts. These NMC 
forecasts were man-machine mix products with the objective tempera­
ture-forecast guidance being the so-cal led Klein temperature [4]. 
The middle graph is the verification of Weathe~ Bureau forecast 
9ffice temperature predictions and the left graph shows the verifi­
cation of locally prepared local forecasts. Note that these data 
show better performance in 1968-69 than last year. They also show 
that field offices considerably improved the guidance that they, 
received from NMC. 

Figure 4 is a similar verification of measurable precipitation tore­
casts using the threat score. The same things are evident although 
the improvement over NMC guidance by regional and loca~ forecasts is 
much less. However, the best forecast for alI three periods is sti I I 
the locally prepared forecast. 

Dr. Stackpole indicated that the slip in performance of the P.E. 
model probably resulted from changing the hand I ing of moisture in 
the model. Of course part of the deterioration could have been the 
result of a recurrence of synoptic regimes last winter that are not 
wei I handled by the current P.E. model. Nonetheless, the close tie 
between local forecasts and P.E.-model forecasts suggests that 
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changes in the model should be made only after careful, albeit I imited, 
testing to be reasonably certain that there wi I I be no deterioration 
in operational output. If we are to promote maximum uti I ization of 
P.E. products by operational forecasters, model changes must be made 
with more discretion in the future. This is in contrast to the situa­
tion that existed five years ago when model changes could be made 
without too much regard for the operational forecaster. In those 
days his final forecast output was not so closely tied to the NWP out­
put as it is today. 

I I. USE OF P.E. MODEL OUTPUT 

The present P.E. model output is used in essentially three ways in 
producing operational forecasts: 

I) Directly. A few P.E. forecast parameters are given 
directly to the user. These are mostly upper-air para­
meters used by aviation interests. To my knowledge, there 
are no P.E. forecasts given directly to the pub! ic in 
local forecasts. 

2) As Guidance. Some P.E. products are avai !able in 
final user form but the forecaster uses them only as 
guidance in preparing his forecast. Examples are QPF, 
boundary-layer winds, etc. Probably the most useful 
form in which this P.E. forecast guidance reaches the 
field forecaster is in the so-cal led FOUS teletype 
bulletin, i.e., the 48-hour forecast of selected P.E. 
parameters printed out at 6-hourly intervals for about 
100 cities. 

3) As Forecast Aids. Some P.E. forecast parameters 
are used both qualitatively and quantitatively in 
preparing the local forecast; but in contrast to the 
uses just mentioned, the parameters are not explicitly 
a part of the final forecast. Examples are vertical 
motion, I ifted-index, etc. 

The general high quality of the forecast of these parameters has 
resulted in a significant increase over the past two years in the 
development and use of statistical studies that tie these P.E. 
forecast parameters to local weather conditions. Development of 
such studies is still in the ascendentand I think it will continue 
that way for many years. 

The resulting local-area forecasting scheme that is evolving could 
be cal led a dynamic-statistical-manual scheme-- a man-machine mix 
where the only manual input into the process is the local forecaster. 

-3-



This means that local forecasters are IO'oking to the P.E. model .to 
provide the general meteorological prognosis and statistical studies, 
or as I prefer to ca I I them cond it i ona I c I i mato I ogy stud i.es, ·to 
refine the P.E. product& t& their particular local area~ Therefore, 
our most productive use of P.E. data wi II be the dynamic.,..statis:tJca I 
approach, and we should probably judge·the models in terms of its 
cohtr i but i ori to this type bf forecast rather than the cate.gor i caJ 
indi~ation of precipitation. 

There is some controversy regarding the best technique to use in 
developing conditional cl imatologies when P.E. model forecast 
parameters are used. One approach is to develop the statistics using 
observed parameters, i.e., the perfect-prog technique. The other is 
to develop them using P.E. forecast parameters, i.e., the imperfect­
prog technique. I lean toward the use of the perfect:-prog technique, 
because the results of such studies improve as the P.E. forecasts are 
improved. In any case there are merits to both approaches, .and we are 
encouraging the development of both types of studies. Appendix I 
gives some interesting ideas by Larry Hughes on the use of statistical 
studies. 

I I I. EXAMPLES OF SIATISTICAL STUDIES 

At this point, it might be good to look at a few examples of these 
approaches now ln operational use.· Many forecasters are using P.E. 
mean relative humidity forecasts as input variables to their precipi­
tation forecast studies. Figure 5 gives the start of a study for 
Astoria, Oregoh, using 12~ and 24~hour ·P.E. forecast~ of relative 
humidity and vertical motion to get the probabi I ity of precipitation. 
The area above the heavy line indicates over 50% occurrence of 
precipitation [5]. 

Another example is this study (Figure 6) developed by the Southern 
Region bf the Weather Bureau fbr stations in the southeastern part 
of the country. P.E. fore~asts bf relatlve hum~dity, vertical motion, 
and I ifted index are related to frequehcies of measur~bJe precipita­
tion occurrence within the next 6 hours. 

An example of a perfect prog study is that which we have developed for 
our region using a set of 500-mb flow types and the conditional 
climatologies of measurable precipitation occurring at ·each of our 
stations [6]. By this technique we are trying to add objectively a 
measure of detail to the weather implications of the P.E. 500-mb fore­
cast. Figure 7 shows the probabi I ity of precipitation over Western 
United States associated with this particular flow pattern. This 
program is now operational in that 500-mb P.E. initial, ... l2-, 24,-, 36-, 
48-, and 72-hour prognoses are typed by computer at NMC twice per day 
and the types are transmitted over teletype Service "C" for use by 
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our forecasters. The end result Is conditi6nal climatological expec­
tancies of precipitation for each 12-hour period of the 72-hour fore­
cast for specific stations. Because the types are aimed at relating 
the probability of precipitation to the large-scale forecast flow, 
our next step in this study is to refine these probabi I ities using 
other P.E. forecast parameters within types. Since the history tape 
of the P.E. prognosis is used in the typing, we look for NMC to do 
the computer work, rather than doing it locally. I think most studies 
wi I I eventually be based on P.E. forecast parameters and computed 
routinely at NMC with the end results sent to the field. 

Another example of an operational dynamical-statistical program based 
on the perfect-prog technique is the so-cal led Klein max/min tempera­
ture forecasts. This is the temperature forecast guidance produced 
totally by machine using P.E. model forecast parameters in regression 
equations [4]. NMC now transmits these temperatures to the field 
twice daily via teletype and facsimi !e. 

It is interesting to note that many field forecasters are much happier 
with this totally machine-produced guidance, than the previous man­
machine mix temperature guidance that was transmitted. Forecasters 
prefer the machine output because they can learn and take into account 
the biases and systematic errors in objectively derived guidance for 
their particular area. When a centrally prepared man-machine mix pro­
duct is used, the biases, etc., of the manual input are unknown. The 
success of P.E. model forecasts is resulting in forecasters giving less 
weight to NMC man-machine mix forecast guidance and more to purely 
machine products. 

IV. PROBLEMS WITH COMPUTER FORECASTS 

This is not to say that I am advocating machine-produced local-area 
forecasts--far from it. There are too many unacceptable aspects of 
a pure machine product of this type. For example: 

I) Insensitivity. Insensitivity to critical values that 
may exist on a given day. For example, if fruit is in a 
certain stage of development, a temperature of 26 may be 
more significant than a temperature of 28. It is true 
that such critical temperatures could be put into a cen­
tral computer program, but the local and changing 
character of such critical val~es makes this impractical. 
A man can do jobs of this type much better than a computer. 

A forecaster often takes the existing and recent past 
local weather into account in preparing and packaging 
his temperature and/or precipitation forecasts. The 
computer can't do this because significant local data 
wi I I not usually be avai !able. For example, he may 
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high! ight or play down a changing trend .after, a rainy 
spe I I depending on the state of I oca I rivers or farms. 

'· 
Objective forecasts .as well as centrally prepared man,.. 
machine mix products can change the forecast for a •spe,... 
cific location significantly every 12 hours such that 
"yo.,-yo" forecasts result much more frequently than·they 
do now. "yo-yo" forecast! hg is Very disturbing. to· ·'' 
users and erodes oonf i dence the user has i h .weather. 
forecasts. 

2) Time Lag. Computer-produced forecasts based on 
the P.E. model .have a large lag time (over 6 houn;;. 
after data time) before reception in the field. For 
example we don't get the 12-hour. P.E. forecast unti I 
6 hours of that 12-hour peroid. have .passed. Twice a'acb 
day the only P.E. guidance. avai !able is 18 hours old! 

3) Detailed Information Missing. It· is dif .. ficu.lt to 
see how important deta i I ed i nformat·i on such as rada,r;-
ahd GOES-type sate! I ite observations can get into the 
computer in time to be incorporated into short""range 
(<18 hours) forecasts. Many importa·nt weather- changes 
that• require Warnings are the result .of rapidly develop­
ing situations. 

,'' •• L 

4) Computer Fal lure .. A big proble~ at times is m~ssin~ 
NWP products due to computer failure. As models become· .. 
more sophisticated and computers get bigger, the use of 
back-up wi I I be more difficult. 

5) Normal Input Data Missing. Missing input data can 
cause important forecast er~ors. Ohce a procedure i~ 
automated, the i;ime period for· accepting i.nput data 
becomes vefy rigid. Should these data be only slightly 
delayed, they may not be used in the forecast computat­
tior~~. 

A dramatic examp I e of what can happen when there are ·d.ata input 
problems occurred last May. lmport~nt in~ut tem~eratures for the 
Klein temperature equations were missing cau~fng serious forecast 
errors for several days. Table l shows 48 hours o:f this period. 
Note that Klein temperatures for New York City were.consistently 
in error 10 to 20 degrees. See Appendix II for.further-:.·explana­
tion of the forecast failure. 

Therefore, there is now and wi I I continue to be a need for the 
machine product to be processed by man before giving it. to the 
public. This manual massage can best be don~ by the' local or 
regional forecaster rather thah by a distant forecast ce~tral. The 
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local forecaster is often in the best position to take into account 
shortcomings in the physics of the model that affect his area. 
History shows that in large scale at least, manual adjustments to 
the NWP forecasts are decreasing and the time is only a few years 
away when operational forecasters wi I I be able to accept NWP upper­
air flow prognoses without modification. I believe other P.E. out­
puts, howeveGwi I I continue to be modified by forecasters applying 
known systematic errors or biases of the forecasts for their local 
areas. Modification by intuition is no longer acceptable. This 
may sti I I be done on occasion but it is not justified. Explicit 
P.E. forecasts in user format can best be tailored to local uses 
locally. For example the NWP meteorological input to air-pollution 
forecasts, sol I temperature forecasts, QPFs for water supply regula­
tion need local adaptation, especially in western United States. 

And lastly, the local forecaster can take into account the latest 
local data to improve the machine forecast, which may be based on 
data as much as 18 hours old. The importance of use of the latest 
data was indicated by Mr. Roberts' discussion [7]. 

V. EXAMPLES OF MANUAL MASSAGE 

An example of the type of physical reasoning that can be done locally 
is i I lustrated in Figure 8. At times there are strong diurnal changes 
of relative humidity (RH) that the model doesn't take into account. 
The solid line is the observed mean 1000-500 mb RH; the broken I ines 
are three consecutive P.E. FOUS forecasts. Note that the OOZ input 
data are low and remain low; the 1200Z input data are high and the 
forecasts in general remain high. This could cause quite different 
objectively determined probabilities of precipitation. However, a 
man knowing of this diurnal change would modify the machine forecast 
accordingly. Also since the trend of the FOUS forecasts are more 
useful than the absolute forecast values, the forecaster can easily 
consider these trends in his massaging of the machine product. 

History shows that manual massage by local forecasters is justified 
with regard to temperatures. Table 2 shows two recent verifications 
which support this point. 

During a two weeks' period last February, forecasters at 19 stations 
in the Weather Bureau's Southern Region, from Phoenix in the west to 
Atlanta and Miami in the east, improved on objective temperature fore­
casts by significant amounts. The left side of the table gives the 
mean forecast errors for both types of forecast. The right side of 
the table shows verification data for Missoula, Montana for last 
winter. The local forecasters, several of whom are meteorological 
technicians, through manual massage made significant improvements in 
both maximum and minimum temperature forecasts. 
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When d1scus~ing the need for manual override, there is one factor that 
must be consideredj but w~ich bas never really been documented; namely, 
exa~t1~ what are the dSslr'ed ac6urat1es and lead times for th~ m~hy 
forecasts which'are fss·Ued?' Obviously these wiH vary·trom placeto 
place and with the season and type of weather. But it is difficuH to 
know how or 0hat to automate until the I imits of the results are 
defined. 

VI. SUMMARY 

Operational forecasters are very much pleased with the substantial 
improvements in forecast accuracy over the last several years of P.E. 
mode I .. · forecast .guidance. HoweVer, many forecasters, I ike myse If, are 
not very optimistic about significant breakthroughs in accuracy of 
machine products in the future even with the use of finer~mesh and· 
global P.E. models. Rather it looks I ike slow steady progress for 
the next decade. Therefore I would I ike to revise the forecast of 
NWP improvement wh 1 ch I made at I ast year's conference {9], as shown 
in Figure 9. The dot-dash I ine is the original forecast and the 
dashed I ine the revision showing steady but much slower progress. 
Certainly finer mesh ~nd global ~odels should increase the accuracy 
of many parts of the P.E. model forecast output. However significant 
progress in forecasting s0ch parameters as temperature and mdls~ure 
rn the det~JI needed wi I I probably be much slower. As Russel I Younkin, 
Chief of the Quantitative Precipitation Forecast Branch of NMC, and one 
of t~e_most knowledgeable and capabte precipitation forecaster in the 
country.; pointed out in a recent consultant visit, "We usuaUy make a 
significant step forux::o:>d when we first indorporate' gross features of 
the atmosphere into dynamia models, but we run into ·trouble and 
p:JJogress is muah slower when we start in:tr·oduc:ing detai Zs. 11 This 
certain I y appears to have- been the case· when the P. E. rhode 1· was modi­
fled from a single to multi-layered moisture model. 

Therefore, the ~nswer t01 the role of automation in productioh of local­
area forecasts, at least for the next decade or so, seems to be through 
the use of dynamically forecast parameters used in conditional climato­
logies (statistical studies) to produce more specific guidante. ih~s 
guidance can then be used to provide high quality local forecasts by 
manual adaptation. The statistical studies can be automated for opera­
tional use at either a central location I ike NMC or a regional forecast 
center or I oca I ly. Some type of computer I ink between the NMC 
computer and smal I regional center tomputer'appears to be rilost desi~a­
ble. Al~o, the use of such studies gets away froril categorical fore­
casts of dynamic predictioh and gives us forecast guidance in probabi-
1 istic terms if we want i-t. Figure 10 depicts this idea graphically. 

I would I ike to close by strongly endorsing Captain Kotch's statements 
w h i ch sa i d to me, "Le-t 's a en tra Zize the aompute:ro fac:i Zi ties and deoen­
tralize the manual effort. Let's transmit maahine-produaed meteoroZo­
giaaZ produats to the man on the foreaast firing line for adaptation, 
paakaging and deliver to the user!' [8] This type of man-machine mix 
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wi I I make the 1970s the golden decade for the operational forecaster. 
He wi II be close enough. to tb.e user to feel tbe pressure of his wea­
ther service needs, but so wei I supported by machine products that his 
productivity and job sattsfactlon wil I be increased and occasions of 
poor meteorologtcal advtce wil I be ltmtted. 
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INITIAL 
DATA 

May 8 ooz 

May 8 12Z 

May 9 ooz 

May 9 12Z 

May 10 ooz 

TABLE I 

NEW YORK CITY MAY 1970 

KLEIN 
FORECAST 

66-48-68 

48-69-50 

73-52-69 

52-69-52 

73-56-74 

TABLE 2. 

KLEIN TEMPERATURE FORECASTS 

OBSERVED 
MAX/MIN 

72-56-90 

56-90-70 

90o:..;70,-93 

70-93-69 

93-69-88 

Avg. 24-Hr. Fest. Errors (°F) 
19 SR Stations 

Avg. 24-, 36-, 48-Hr. Fest Errors (°F) 
Missoula, Montana 

December 1969 - February 1970 10-28 February 1970 

Obj. 

Lel. 

Max 

5.3 

3.5 

Min 

5.8 

3.6 

Max-Min-Max 

Obj. 5.0 5.9 6.3 

Lel. 2.7 4.4 4.3 
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APPENDIX I 

The following is excerpts from a Central Region Technical Attachment, 
"A Discourse On Objective Forecasting Schemes," February 1969: 

"An objective forecast scheme as used here means a statisti­
cal relationship derived from past events. An objective 
forecast scheme can serve a variety of purposes. It can 
provide instant experience, since any forecaster, regard­
less of his experience, gets the same result, and its design 
is usually based on experience and physical principles. It 
can provide understanding, since it wi II show the signifi­
cance of the parameters chosen for examination. It can 
provide a quantitative result, such as the temperature or 
probabi I ity." 

* * * 
"Let us say that you have made or obtained an objective scheme 
derived from PE products. How do you use such a scheme? 
That is, how do you decide to use the value given by the 
scheme rather than your own estimate, or vice versa? In 
many cases, there is no scientific way to make the decision, 
especially for a categorical forecast. This is a major 
weakness of objective schemes, and it could be a significant 
factor in schemes being put into disuse. 

"There are three ways to use a scheme in other than a chaotic 
way. One is to use the scheme IOO% of the time (this wi I I 
come more and more, and it is now here for some things--the 
500-mb flow pattern); another way would be to compromise on 
every forecast (this is easy in probabi I istic forecasts but 
not with categorical forecasts); a third way is to try some 
orderly modification method, such as that suggested below. 
It would seem that only by extensive verification data wi I I 
one be able to tel I which is the best method. The best 
method would depend on the quality of the forecaster and 
the scheme, and thus could vary among forecasters even using 
the same scheme; and it would vary with time if the scheme 
is undergoing continual improvement, such as could be the 
case with dynamical-statistical techniques if produced 
routinely." 

* * * 
" ... if we are to use an objective scheme based on complex 
models I ike the PE model, we need to show that the scheme 
can do at least as wei I as the forecaster on independent 
data. If it is better than the forecaster. he can use the 
scheme a I I the time for that e I ement and shift his efforts 
to other e I ements of the forecast. However, if the sch.eme 
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is a probabi I istic one, it may be possible for the fore­
caster to improve on it even if it can do better than he 
can by itself. Consider the following way of modifying 
an objective scheme: · · 

I. The forecaster makes his own forecast before 
obtaining the result of the objective scheme. 

2. When the objective scheme and the forecaster 
both have values on the same side of climatolo­
gy (including the' climatic value), use the' 
higher (lower) if they are above (below) the 
climatic frequency. 

3. When the scheme and the forecaster have values 
on opposite sides of the climatic frequency, 
use the average of the two forecasts or some 
other compromise. 

"This system has the advantage of trying to max1m1ze resolu­
tion, although possibly at the loss of some reliabi I ity. 
However, it is hoped that the scheme wi I I be rei iable for 
those cases when it is selected in preference to the fore­
caster's value, and that the unmodified forecasts remaining 
wi II sti II be rei iable. Let us look at the validity of 
this desire. 

"Let us assume that both the forecaster and the scheme are 
perfectly rei iable by themselves (a fairly realistic 
assumption). Now take a group of forecasts placed in the 
same probab i I i ty by the forecaster--say 40%. If the 
scheme is to be used according to the above rules, some 
of thesS 40% values wi I I be shifted to a higher value, Tf 
the objective scheme is of value. After such a shift, we 
want the shifted set and a! I the remaining forecasts to 
sti I I be rei iable. That means that the set shifted upward 
must have a higher precipitation frequency than 40%, to be 
rei iable. This also means that those forecasts remai~ing 
at 40% must have a lowered precipitation frequency--not be 
reliable--unless some cases are also shifted to lower proba­
bi I ities as well. 

"As to the set shifted upward. There is no way to be certain 
that it wi II be rei iable. It would be if it were a random 
selection, but the extent to which it approaches randomness 
is unknown. The ho~e here is that the gain in resolution 
wi I I more than offset any loss in rei iabi I ity. 
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"If the climatic frequency is below 40%, step 3 is the way 
to get some of the 40% forecasts to lower probabi I ities 
and thus possibly keep the 40% set rei iable, although the 
rei iabi I ity of the set shifted downward is also unknown. 
This same procedure wi I I apply to any probabi I ity value, 
so it would be possible for alI systems to remain rei iable 
throughout. Only verification can tel I. 

"Forecasters may have difficulty accepting step 2 above, as 
they would probably tend to compromise here as wei I as in 
step 3. However, there is no assurance that a compromise 
wil I yield a more rei iable set, and it could reduce reso­
lution. It certainly would reduce resolution if one had 
a near-perfect scheme. Thus, one should overcome the 
natural tendency to compromise in Step 2, especially when 
the difference between the scheme's and the forecaster's 
probabi I ity is large. Compromise or use of the forecaster's 
probabi I ity would be appropriate only when the input data to 
the scheme can be conclusively shown to be significantly in 
error, and this is difficult to ascertain in most cases. 

"As far as step 3 is concerned, compromise may not be the 
best course of action alI the time, for the same reason as 
above. If there are large differences, it should alert the 
forecaster to the possibi I ity that he overlooked something 
in his forecast preparation. On the other hand, if there 
is a good probabi I ity that the PE progs Cor other base for 
the scheme) are wrong in a known way, its probabi I ity 
should be changed accordingly. 

"The above system says something about the quality of an 
objective scheme that is to see continued use. It must 
be able to predict the high and low values a reasonable 
number of times when the forecaster is not so extreme in 
his forecasts. This probably means that the system needs 
to be able to score as wei I or better than the forecaster 
on independent data. In addition, and probably necessary 
to the above, the scheme most I ikely wi I I have about the 
same or more cases in the high and low values than the 
forecaster." 

* * * 
"In SUMMARY, we believe that we are now entering the age 

when regionalized objective schemes, created on a central 
computer with development data taken from the prog material 
of dynamical or statistical numerical models, and with a 
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probabi I istic output based on past occurrences, are the 
final product of numerical models. We alsd feel that the 
probabi I ity concept wl I I be extended into other aspects 
of our forecast output, especially to the extent of 
defining the probabi I istic threshold of categorica I fore­
casts, e.g., warnings, so the forecaster wi I I know what 
sort of precision is desired, and so more uniformity in 
the decision to issue is achieved. The concept of th~ 
watch preceding the warning is a sfep in this direction. 
Finally, once a good objective probabi I ity scheme is 
available, it probably should be used in the manner dis­
cussed above." 
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APPEND IX II 

The following explanation of the large errors in the Klein maximum 
and minimum temperature forecasts for New York City during the 
period May 8-1 I, 1970 was given by Mr. Gordon A Hammons of the 
Techniques Development Laboratory of Weather Bureau Headquarters: 

"Study of the observed and forecast temperature data during 
the period in question indicates that the large forecast 
errors are mainly due to missing computer runs, missing 
reports from New York City, and a large temperature increase 
in the same time interval. 

"There were three cases when no computer run was made: 
12Z/9th, 12Z/IIth and OOZ/12th. In addition to the missing 
runs, the NYC observation was missing on 12Z/8th and on 
12Z/12th. So, in this four-day period, there were five 
cases out of ten in which the latest min was not available 
to the system. 

"The May-June equations for New York City use the min tempera­
ture as a predictor for both the max and min forecast. The 
weight on this term is .44 for the min forecast and .88 for 
the max forecast. The large weights on the NYC min term wi I I 
give a tendency to forecast persistence. Now, during the 
period in question, the temperatures warmed up considerably. 
The max went from the 60s to around 90, and the mins had 
about ten-degree increase. 

"It seems that the problem is a combination of a large tempera­
ture change at a time when runs were missed and reports were 
missing. The result is that, in these cases, the most current 
min was not used in an equation in which the min is an impor­
tant factor. The unfortunate part is that the field does not 
know when a guess is used instead of a report. However, in the 
case of a backup transmission, NYC should be made aware of the 
hazards of using the backup transmission if the air mass at NYC 
has just changed." 

(Above information extracted from th.eTechnical Attachment to tha 
Weather Bureau's Eastern Region Staff Minutes dated July 6, 1970.) 
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